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Executive Summary
Designing and deploying algorithmic systems that work as expected every time for 

all people and situations remains a challenge and a priority. Rigorous pre- and post-

deployment fairness assessments are necessary to surface any potential bias in 

algorithmic systems. As they often involve collecting new user data, including sensitive 

demographic data, post-deployment fairness assessments to observe whether the 

algorithm is operating in ways that disadvantage any specific group of people can pose 

additional challenges to organizations. The collection and use of demographic data is 

difficult for organizations because it is entwined with highly contested social, regulatory, 

privacy, and economic considerations. Over the past several years, Partnership on AI (PAI) 

has investigated key risks and harms individuals and communities face when companies 

collect and use demographic data. In addition to well-known data privacy and security 

risks, such harms can stem from having one’s social identity being miscategorized or data 

being used beyond data subjects’ expectations. These risks and harms are particularly 

acute for socially marginalized groups, such as people of color, women, and LGBTQIA+ 

people. PAI’s demographic data work has explored concerns related to data privacy, data 

security, misuse or abuse of data (including potential discriminatory uses), as well as 

a more general concern about how quantitative demographic data contributes to (mis)

understandings of social identities.

Given these risks and concerns, organizations developing digital technology are invested in 

the responsible collection and use of demographic data to identify and address algorithmic 

bias. For example, in an effort to deploy algorithmically driven features responsibly, Apple 

introduced IDs in Apple Wallet with mechanisms in place to help Apple and their partner 

issuing state authorities (e.g., departments of motor vehicles) identify any potential biases 

users may experience when adding their IDs to their iPhones.1

In addition to pre-deployment algorithmic fairness testing, Apple followed a post-

deployment assessment strategy as well. As part of IDs in Wallet, Apple applied 

differentially private federated statistics as a way to protect users’ data, including their 

demographic data. The main benefit of using differentially private federated statistics 

is the preservation of data privacy by combining the features of differential privacy (e.g., 

adding statistical noise to data to prevent re-identification) and federated statistics 

(e.g., analyzing user data on individual devices, rather than on a central server, to avoid 

the creation and transfer of datasets that can be hacked or otherwise misused). What is 

less clear is whether differentially private federated statistics can attend to some of the 

other risks and harms associated with the collection and analysis of demographic data. 

To understand this, a sociotechnical lens is necessary to understand the potential social 

impact of the application of a technical approach.

This report is the result of two expert convenings independently organized and hosted by 

1 IDs in Wallet, in 
partnership with state 
identification-issuing 
authorities (e.g., depart-
ments of motor vehicles), 
were only available in 
select US states at the 
time of the writing of this 
report. 
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PAI. As a partner organization of PAI, Apple shared details about the use of differentially 

private federated statistics as part of their post-deployment algorithmic bias assessment 

for the release of this new feature. 

During the convenings, responsible AI, algorithmic fairness, and social inequality experts 

discussed how algorithmic fairness assessments can be strengthened, challenged, or 

otherwise unaffected by the use of differentially private federated statistics. While the IDs 

in Wallet use case is limited to the US context, the participants expanded the scope of 

their discussion to consider differential private federated statistics in different contexts. 

Recognizing that data privacy and security are not the only concerns people have regarding 

the collection and use of their demographic data, participants were directed to consider 

whether differentially private federated statistics could also be leveraged to attend to some 

of the other social risks that can arise, particularly for marginalized demographic groups. 

The multi-disciplinary participant group repeatedly emphasized the importance of 

having both pre- and post-deployment algorithmic fairness assessments throughout the 

development and deployment of an AI-driven system or product/feature. Post-deployment 

assessments are especially important as they enable organizations to monitor algorithmic 

systems once deployed in real-life social, political, and economic contexts. They also 

recognized the importance of thoughtfully collecting key demographic data in order to help 

identify group-level algorithmic harms. 

The expert participants, however, clearly stated that a secure and privacy-preserving way of 

collecting and analyzing sensitive user data is, on its own, insufficient to deal with the risks 

and harms of algorithmic bias. In fact, they expressed that such a technique is not entirely 

sufficient for dealing with the risks and harms of collecting demographic data. Instead, the 

convening participants identified key choice points facing AI-developing organizations to 

ensure the use of differentially private federated statistics contributes to overall alignment 

with responsible AI principles and ethical demographic data collection and use.

This report provides an overview of differentially private federated statistics and the 

different choice points facing AI-developing organizations in applying differentially 

private federated statistics in their overall algorithmic fairness assessment strategies. 

Recommendations for best practices are organized into two parts: 

1. General considerations that any AI-developing organization should factor into their post-
deployment algorithmic fairness assessment

2. Design choices specifically related to the use of differentially private federated statistics 
within a post-deployment algorithmic fairness strategy 

The choice points identified by the expert participants emphasize the importance of 

carefully applying differentially private federated statistics in the context of algorithmic 

bias assessment. For example, several features of the technique can be determined in 

such a way that reduces the efficacy of the privacy-preserving and security-enhancing 
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aspects of differentially private federated statistics. Apple’s approach to using differentially 

private federated statistics aligned with some of the practices suggested during the 

expert convenings: the decision to limit the data retention period (90 days), allowing 

users to actively opt-into data sharing (rather than creating an opt-out model), clearly and 

simply sharing what data the user will be providing for the assessment, and maintaining 

organizational oversight of the query process and parameters.

The second set of recommendations surfaced by the expert participants primarily focus on 

the resources (e.g., financial, time allocation, and staffing) necessary to achieve a level of 

alignment and clarity on the nature of “fairness” and “equity” AI-developing organizations 

are seeking for their AI-driven tools and products/features. While these considerations may 

seem tangential, expert participants emphasized the importance of establishing a robust 

foundation on which differentially private federated statistics could be effectively utilized. 

Differentially private federated statistics, in and of itself, does not mitigate all the potential 

risks and harms related to collecting and analyzing sensitive demographic data. It can, 

however, strengthen overall algorithmic fairness assessment strategies by supporting 

better data privacy and security throughout the assessment process.
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Introduction 
Many organizations are committed to developing and releasing AI-driven products and 

features that are both inclusive of a broad base of users and function effectively across a 

diversity of users. To ensure this, fairness assessments are used to identify and mitigate 

potential algorithmic bias, especially bias that might be experienced by historically 

and currently marginalized demographic groups, such as gender non-conforming and 

transgender individuals, people of color, people with disabilities, and women. Bias in 

algorithmic systems2 can occur for a number of reasons and is often the result of the 

system making correlations or establishing trends that have the effect of discriminating 

across groups, even if that is not the intention or purpose. 

AI-developing organizations can take steps to test algorithmically driven systems, 

products, and features for bias before they are released (pre-deployment). However, 

pre-deployment testing cannot identify all possible issues so it is important to conduct 

post-deployment analysis to determine if users are experiencing any biased, or otherwise 

negative, interactions or outcomes. Most current algorithmic fairness techniques, 

whether pre-deployment or post-deployment, require access to sensitive demographic 

data3 (such as age, ethnicity, gender, and race) to make performance comparisons and 

standardizations across groups. Post-deployment algorithmic fairness assessments 

frequently rely on the collection of new user data, as opposed to the use of existing 

datasets, as it is an opportunity to observe the algorithmic system in use by real people. 

However, AI practitioners face several challenges trying to procure the data necessary to 

identify and understand the nature of the bias in their algorithmic systems.

The Challenges of Algorithmic Fairness Assessments
Organizations that develop algorithmic systems are faced with competing consequences. 

On the one hand, organizations are eager to ensure their products and systems perform 

fairly and as expected for all users. Collecting and analyzing user data, alongside key 

demographic characteristics, is necessary to ascertain whether certain groups of people 

are not receiving a fair and high-fidelity experience, indicating potential algorithmic bias. 

On the other hand, due to a long history of discriminatory behavior enabled by the collection 

and use of demographic data, organizations face regulations and other restrictions. 

As previous Partnership on AI (PAI) research has highlighted, the collection and use of 

demographic data is entwined with highly contested social, political, and economic 

considerations. Individual privacy and anti-discrimination laws (e.g., the Civil Rights 

Act of 1964 and the Fair Housing Act in the United States and the General Data 

Protection Regulation in the European Union) have restrictions related to the collection 

of demographic data. In some instances, organizations may be disincentivized from 

2 See Appendix 4 for a 
more detailed definition.

3 The term “demographic 
data” refers to infor-
mation that attempts to 
collapse complex social 
concepts into categorical 
variables based on 
observable or self-iden-
tifiable characteristics, 
such as gender, race, or 
ethnicity.

https://arxiv.org/pdf/2011.02282.pdf
https://arxiv.org/abs/2011.02282
https://www.dol.gov/agencies/oasam/civil-rights-center/statutes/civil-rights-act-of-1964#:~:text=241).,hiring%2C%20promoting%2C%20and%20firing.
https://www.dol.gov/agencies/oasam/civil-rights-center/statutes/civil-rights-act-of-1964#:~:text=241).,hiring%2C%20promoting%2C%20and%20firing.
https://www.hud.gov/program_offices/fair_housing_equal_opp/fair_housing_act_overview#:~:text=The%20Fair%20Housing%20Act%20makes,more%20about%20sexual%20harassment%20here.
https://gdpr-info.eu/
https://gdpr-info.eu/
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exploring potential algorithmic bias, as they may face legal consequences if they know 

of discriminatory or biased behaviors without having a plan to address and mitigate 

them. However, simply choosing to not collect pertinent demographic data to avoid such 

responsibility — often referred to as “fairness through unawareness” — obscures the 

discriminatory impacts of algorithmic systems and can contribute to the perpetuation of 

social inequities faced by marginalized communities. 

An individual’s demographic characteristics could also be used to re-identify a specific 

individual, revealing their other user data, including behavioral data, resulting in the loss 

of privacy.4 Additionally, the collection and use of sensitive and fine-grained individual user 

data for advertising has resulted in racially targeted misinformation campaigns, predatory 

lending, and the loss of public trust. Possible re-identification may result in individuals 

being targeted or otherwise surveilled based on specific demographic characteristics, 

further expanding and enabling surveillance infrastructures.5 Inadequately designed data 

categories and models have contributed to empirical narratives that reify and deepen 

social stereotypes, which in turn cause harm to socially marginalized communities. Yet 

socially marginalized communities have also argued for the collection of demographic 

data, as such data is integral for identifying discriminatory behaviors and outcomes.6

Prioritization of Data Privacy: An Incomplete Approach for 
Demographic Data Collection? 
Several privacy-preserving techniques have been proposed that seek to address some 

of the concerns posed by demographic data collection and analysis.7 In general, these 

privacy-preserving techniques work to ensure individual privacy through anonymization 

and limiting how an individual’s information can be accessed and analyzed to reduce 

re-identification risks.

One such technique is differentially private federated statistics, which combines two 

approaches: differential privacy and federated statistics (also referred to as federated 

learning8). Differential privacy refers to an approach in which random statistical noise is 

added to data to enforce privacy constraints. Federated statistics involves running local 

computations on an individual’s device and only making the composite results (rather than 

the specific data from a particular device) visible at a central or external level.9

It has been shown that these two techniques can be designed and implemented together10 

to ensure the privacy of individuals’ sensitive data. Sensitive user data can be collected 

and analyzed on an individual’s device to determine whether the individual is experiencing 

algorithmic bias (federated statistics). Statistical noise can be introduced to the output 

data and ultimately shared with the organization assessing the algorithm (differential 

privacy) to ensure sensitive user information is protected against re-identification. While 

the application of differentially private federated statistics in the context of algorithmic 

4 The threat of reiden-
tification of specific 
individuals is particu-
larly relevant for cases 
in which corporate data 
is requested by and 
made available to state 
agencies. See: Leetaru, K. 
(2018, July 20). 

6 The following examples 
describe how and why 
marginalized commu-
nities collect and leverage 
demographic data to 
advance equity: use of 
data for labor organizing 
(Bottom-Up Organizing 
with Tools from On High: 
Understanding the 
Data Practices of Labor 
Organizers), alternative 
data collection and use 
methods by Indigenous 
communities (Indig-
enous Data Sovereignty), 
localized data collection 
efforts to inform city-level 
policies and practices 
(Our Data Bodies: 
Reclaiming Our Data).

7 Techniques that 
anonymize datasets 
include, but are not 
limited to, k-anonymity, 
p-sensitivity, differential 
privacy, and secure-
multi party computation 
(SMPC).

8 See Appendix 3 for a 
more detailed definition.

10 See also: Federated 
Learning with Formal 
Differential Privacy 
Guarantees

9 See the section below 
titled “Differentially 
Private Federated 
Statistics” for a more 
detailed explanation of 
both differential privacy 
and federated statistics.

5 See Appendix 4 for a 
more detailed definition.

https://papers.nips.cc/paper_files/paper/2017/file/a486cd07e4ac3d270571622f4f316ec5-Paper.pdf
https://www.brookings.edu/articles/solving-the-problem-of-racially-discriminatory-advertising-on-facebook/
https://scholarlycommons.law.emory.edu/cgi/viewcontent.cgi?article=1437&context=elj
https://scholarlycommons.law.emory.edu/cgi/viewcontent.cgi?article=1437&context=elj
https://arxiv.org/pdf/2011.02282.pdf
https://read.dukeupress.edu/books/book/147/Dark-MattersOn-the-Surveillance-of-Blackness
https://read.dukeupress.edu/books/book/99/Normal-LifeAdministrative-Violence-Critical-Trans
https://machinelearning.apple.com/research/scenes-differential-privacy
https://www.forbes.com/sites/kalevleetaru/2018/07/20/mapping-spies-through-fitness-trackers-and-phones-privacy-is-dead-even-for-those-in-the-shadows/
https://www.forbes.com/sites/kalevleetaru/2018/07/20/mapping-spies-through-fitness-trackers-and-phones-privacy-is-dead-even-for-those-in-the-shadows/
https://dl.acm.org/doi/10.1145/3313831.3376185
https://dl.acm.org/doi/10.1145/3313831.3376185
https://dl.acm.org/doi/10.1145/3313831.3376185
https://dl.acm.org/doi/10.1145/3313831.3376185
https://dl.acm.org/doi/10.1145/3313831.3376185
https://researchcommons.waikato.ac.nz/handle/10289/12918
https://researchcommons.waikato.ac.nz/handle/10289/12918
https://www.odbproject.org/wp-content/uploads/2016/12/ODB.InterimReport.FINAL_.7.16.2018.pdf
https://www.odbproject.org/wp-content/uploads/2016/12/ODB.InterimReport.FINAL_.7.16.2018.pdf
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC2528029/
https://ieeexplore.ieee.org/document/4839083
https://privacytools.seas.harvard.edu/differential-privacy
https://privacytools.seas.harvard.edu/differential-privacy
https://eprint.iacr.org/2020/300.pdf
https://eprint.iacr.org/2020/300.pdf
https://blog.research.google/2022/02/federated-learning-with-formal.html?m=1
https://blog.research.google/2022/02/federated-learning-with-formal.html?m=1
https://blog.research.google/2022/02/federated-learning-with-formal.html?m=1
https://blog.research.google/2022/02/federated-learning-with-formal.html?m=1
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fairness is relatively new, it is viewed as a promising post-deployment technique for 

overcoming some of the barriers and challenges related to the collection and use of 

sensitive user data. 

However, it is important to acknowledge that data privacy and security are not the only 

factors that concern individuals whose data is being used and responsible AI advocates. 

For example, there are broader questions about whether the appropriate features of social 

identity and interactions with algorithmic systems are being measured and studied for the 

purposes of algorithmic fairness. It cannot be assumed that privacy-preserving statistical 

approaches are inherently designed to also grapple with these other fairness questions. In 

this report, we explore how differentially private federated statistics can be best leveraged 

to analyze algorithmic systems for potential bias, examining the potential limitations and 

negative implications of its use.

Premise of the Project
In order to understand the sociotechnical dimensions of various approaches to algorithmic 

bias and fairness assessments, Partnership on AI (PAI) relies on its multistakeholder 

model to identify both technical considerations and potential social risks and impacts. 

PAI convenes experts from different sectors and disciplines, ranging from technologists 

(technical experts) to social scientists (social issue experts) to civil society advocates 

(social impact experts) to provide a more holistic understanding of a given algorithmic 

issue. For example, PAI considers algorithmic fairness not only as the pursuit of statistical 

parity,11 but as the pursuit of social equity that is attentive to structural inequities, power 

asymmetries, and histories of discrimination and oppression. 

PAI also recognizes that responsible AI principles are challenging to operationalize. 

Strategies to contend with algorithmic harms may be well-considered on paper, but run 

into obstacles when being implemented within an organization. There may be legal and 

organizational considerations, from issues of legal liability to the necessary staffing 

and organizational incentives, that may stymie the implementation of responsible AI 

practices within an organization. Furthermore, an algorithmic system is not deemed to 

be responsibly or ethically developed simply because it functions as intended. It is also 

necessary to take into account the way it was developed (e.g., development process) and 

the components that went into its creation (e.g., datasets). As they say, “the devil is in 

the details” and these more quotidian development and design decisions are often the 

choice points not discussed in responsible AI guidance. For these reasons, the opportunity 

to observe and learn directly from teams and organizations as they implement various 

responsible AI practices or strategies is invaluable.12

To better examine the potential of differentially private federated statistics to support a 

11 See Appendix 4 for a 
more detailed definition.

12 See Appendix 1 for 
more information about 
Partnership on AI’s 
Fairness, Transparency, 
and Accountability (FTA) 
program area and its 
existing work on the use 
of demographic data 
for algorithmic fairness 
purposes.
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more robust approach to algorithmic bias identification, PAI collaborated with a major 

technology company from its Partner community.13 As part of their roll-out of IDs in Wallet 

in the United States, Apple implemented differentially private federated statistics to 

support their post-deployment algorithmic fairness assessment strategy.14

PAI organized two multistakeholder expert convenings, using the details by Apple to host 

a more grounded and specific discussion about differentially private federated statistics 

in a real case.15 Each three-hour virtual workshop was organized to examine how this data 

privacy mechanism can support or limit more responsible data collection and analysis 

for algorithmic fairness assessments.16 The context of US digital identification cards 

— particularly the stakes of ensuring that all people are able to successfully onboard 

and utilize a digital identification card if they wish to — surfaced key points about the 

importance of addressing algorithmic bias using tools like differentially private federated 

statistics. This included discussions about how different social identities are defined and 

measured in order to determine whether any experience of group-level algorithmic harm 

related to that social identity; or whether people with highly marginalized social identities 

would feel safe disclosing their identities, even for the purposes of identifying potential 

algorithmic harm.

The 38 participant experts were drawn from a variety of backgrounds including industry, 

academic, and civil society experts specializing in racial, disability, and gender, and 

LGBTQIA+ equity, as well as data privacy and algorithmic fairness.17 These convenings were 

designed to explore differentially private federated statistics through both social and 

technical lenses. Participants were also encouraged to consider the risks surrounding 

sensitive demographic data collection and analysis that may not be fully mitigated through 

the application of differentially private federated statistics and the additional steps 

organizations could take to strengthen their overall algorithmic fairness approach.

This white paper is based on the insights provided by the multistakeholder body of 

experts across the two convenings, as well as a review of available secondary literature 

on differential privacy, federated learning, and the social considerations of demographic 

data collection and use. Regular, weekly discussions with key Apple staff involved with 

the implementation of differentially private federated statistics for algorithmic bias 

identification in IDs in Apple Wallet18 also helped to clarify PAI’s understanding of Apple’s 

overall approach to algorithmic fairness.

13 See the section titled 
“Funding Disclosure” 
for more information 
regarding Partnership 
on AI’s relationship with 
Apple, Inc.

14 See Appendix 2 for 
more details about 
Apple’s algorithmic 
fairness assessment 
strategy for their new IDs 
in Wallet feature.

16 See Appendix 3 for 
more details about the 
PAI-sponsored expert 
convenings.

18 This included regular 
touchpoints with the 
Product and Engineering 
teams, as well as some 
consultations with the 
Business Development, 
Marketing, and Legal 
teams.

17 Although the case 
study provided by Apple 
is specific to the United 
States, also included 
in the multistake-
holder convenings were 
experts from Canada 
and the United Kingdom 
who noted consider-
ations for how use of 
differentially private 
federated statistics 
in their socio-political 
contexts may be similar 
or different. Additional 
research should be 
conducted to determine 
how use of differen-
tially private federated 
statistics may differ in 
non-Western contexts 
and by non-corporate 
organizations developing 
and/or deploying AI.

15 The purpose of the 
workshop and this 
report is to provide the AI 
community with guidance 
on an important and 
novel technique. While 
Apple benefits from the 
case-specific discussion 
hosted by Partnership on 
AI, the role of PAI — and 
the experts who partici-
pated in the convenings 
— is not to assess Apple 
on the relative success 
(or lack thereof) of a 
technique they chose to 
employ in the roll-out of 
their IDs in Wallet feature. 

https://learn.wallet.apple/id
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A Sociotechnical Framework 
for Assessing Demographic Data 
Collection
This paper provides a sociotechnical19 examination of differentially private federated 

statistics, bringing these concerns of individual and community-level social risks and 

harms alongside considerations of technical accuracy. To do so, this paper looks at the 

use of differentially private federated statistics within the context of a broader algorithmic 

fairness assessment strategy undertaken by a team or organization, rather than assessing 

differentially private federated statistics independent of this context. This type of analysis 

reveals that when integrating differentially private federated statistics, there are a number 

of design choices organizations and teams must make to ensure the overall strategy to 

collect and use sensitive demographic data is conducted responsibly. If organizations 

neglect to think critically about the various design choices provided to them when using 

this technique, they risk further entrenching historical discrimination and introducing new 

forms of bias, rendering their bias mitigation efforts moot. Based on these findings, we 

provide recommendations for organizations interested in using this technique to achieve 

their fairness goals. 

The challenges individual AI developers and organizations face when attempting to 

conduct an algorithmic fairness assessment have been enumerated by PAI and other AI 

ethics researchers. Privacy-preserving techniques, such as differentially private federated 

statistics, hold the promise of addressing some of these challenges so AI developers 

may collect the necessary demographic data to identify potential algorithmic bias. For 

example, by obfuscating the link between a user and their demographic data, reducing the 

likelihood of re-identification, and minimizing opportunities for data breaches, differentially 

private federated statistics allow data collection and analysis to be aligned with legal 

and regulatory requirements protecting individual data privacy. Such protections also 

lessen the risks to organizations by reducing the likelihood of data mismanagement which 

often results in reputational damage, erosion of consumer trust, and significant legal 

implications.

However, other concerns and risks remain. For example, at an organizational level, data 

privacy preservation does not inherently mitigate challenges with identifying the most 

appropriate demographic data categories to model and capture the potential algorithmic 

bias (selecting appropriate demographic measurements). The psycho-social risks of 

datafication,20 both at the individual and the community level, are also not fully and 

automatically resolved through the application of privacy-preserving data techniques. 

Misrepresentation21 and miscategorization22 can result in psychological harm for 

individuals, causing them to feel as if they need to alter their behavior or appearance 

19 See Appendix 5 for a 
more detailed definition.

20 21 22 See Appendix 4 
for more detailed  
definitions.

https://partnershiponai.org/paper/fairer-algorithmic-decision-making-and-its-consequences/
https://policyreview.info/concepts/datafication
https://dl.acm.org/doi/10.1145/3351095.3372826
https://academic.oup.com/book/26284/chapter-abstract/194529638?redirectedFrom=fulltext
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in order to “fit the mold” of the category with which they identify. The likelihood of 

re-identification may be significantly reduced, thereby minimizing the risk of being 

targeted for specific social identity markers. However, those contributing their data (data 

subjects), particularly those of marginalized social identities, may be asked to contribute 

even more data tracking even greater minutia of their lives in the name of algorithmic 

fairness assessment. This expanded data collection may unintentionally result in increased 

surveillance if the data collected is not protected from misuse or undisclosed uses. 

Any proposed innovation to the collection and use of demographic data should be 

assessed through a sociotechnical framework because these kinds of risks and harms are 

not always evident when assessed through a single risk or harm factor. Risks related to 

consumer database breaches may limit what an organization chooses to collect, store, and 

analyze, even if for algorithmic fairness purposes. However, avoidance of any demographic 

characteristics may lead to the inability to assess for bias (e.g., “race-blind” algorithms). For 

this reason, a robust algorithmic fairness strategy that involves the collection and use of 

demographic data is defined as one that overcomes the organizational and legal barriers 

while also mitigating social risks. A summary of these challenges and risks associated 

with demographic data collection and analysis is provided in Table 1 by which we consider 

differentially private federated statistics. 

TABLE 1: Challenges and Risks Associated with Demographic Data Collection and Analysis23

Organizational 
Concerns

Legal Barriers Social Risks to 
Individuals

Social Risks to 
Communities

• Organizational 
priorities

• Public relations 
risk

• Discomfort (or 
lack of expertise) 
with identifying 
appropriate 
demographic 
groups

• Anti-discrimination 
law

• Privacy policies

• Unique privacy risks 
associated with the 
sharing of sensitive 
attributes likely 
to be the target of 
fairness analysis 

• Possible harms 
stemming from 
miscategorizing and 
misrepresenting 
individuals in the 
data collection 
process

• Use of sensitive 
data beyond 
data subjects’ 
expectations

• Expansion of 
surveillance 
infrastructure in the 
name of fairness

• Misrepresenting 
and miscategorizing 
what it means 
to be part of a 
demographic group 
or to hold a certain 
identity

• Data subjects 
ceding the ability 
to define for 
themselves what 
constitutes biased 
or unfair treatment

23 Appendix 5 provides 
an expanded version of 
this table with a more 
detailed definition and 
illustrative examples. 
See “‘What We Can’t 
Measure, We Can’t 
Understand’: Challenges 
to Demographic Data 
Procurement in the 
Pursuit of Fairness” 
and “Fairer Algorithmic 
Decision-Making and 
Its Consequences: Inter-
rogating the Risks and 
Benefits of Demographic 
Data Collection, Use, and 
Non-Use” for a complete 
description of challenges 
and risks associated 
with demographic data 
collection and usage. 

https://qz.com/1585645/color-blindness-is-a-bad-approach-to-solving-bias-in-algorithms
https://arxiv.org/abs/2011.02282
https://arxiv.org/abs/2011.02282
https://arxiv.org/abs/2011.02282
https://arxiv.org/abs/2011.02282
https://arxiv.org/abs/2011.02282
https://arxiv.org/abs/2011.02282
https://partnershiponai.org/paper/fairer-algorithmic-decision-making-and-its-consequences/
https://partnershiponai.org/paper/fairer-algorithmic-decision-making-and-its-consequences/
https://partnershiponai.org/paper/fairer-algorithmic-decision-making-and-its-consequences/
https://partnershiponai.org/paper/fairer-algorithmic-decision-making-and-its-consequences/
https://partnershiponai.org/paper/fairer-algorithmic-decision-making-and-its-consequences/
https://partnershiponai.org/paper/fairer-algorithmic-decision-making-and-its-consequences/
https://partnershiponai.org/paper/fairer-algorithmic-decision-making-and-its-consequences/
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Differentially Private Federated 
Statistics 
Differentially private federated statistics is a privacy-preserving technique that combines 

two approaches, differential privacy and federated statistics, in order to enable large-

scale, interactive data analysis while helping to ensure that an individual’s sensitive 

information remains private and secure. Both differential privacy and federated statistics 

can be implemented independent of one another. In this section, we explore these two 

approaches first individually, and then as complementary techniques, before discussing 

the motivations for combining them in support of data analysis efforts. 

Differential Privacy
As Cynthia Dwok and Aaron Roth write, “[d]ifferential privacy addresses the paradox of 

learning nothing about an individual while learning useful information about a population.” 

Differential privacy, first defined in 2006, is not an algorithm or fixed system, but rather 

an analytical approach that can be constructed in various ways with the common aim 

of preventing a set of (anonymized) personal data from being re-identified. This data 

processing framework proposes to provide a strong privacy guarantee to individuals by 

enforcing privacy constraints locally (e.g., on an individual’s device) or centrally (e.g., the 

server after data has been collected from individuals) by adding random statistical noise. 

This infusion of random statistical noise makes it difficult to identify any given individual 

who has contributed their data. The noise, however, is designed to not impede group-level 

analysis. Essentially, differential privacy works to provide data analysts with trends or 

patterns across groups as opposed to individual-level information.

This approach addresses organizational and legal concerns surrounding privacy held by 

organizations, particularly related to the consequences of accidentally revealing private 

user data, while allowing them to obtain insights about their users or consumers. It 

also eases concerns held by those contributing their data (data subjects), as the risk of 

re-identification or losing their anonymity may be minimized. 

Differential privacy has been most commonly used in instances where organizations, 

such as government agencies or healthcare providers, wish to publish datasets while 

maintaining the privacy and confidentiality of those who contributed their data. Many 

companies, including Google, Meta, and Apple, also employ this technique when collecting 

data from their users. More recently, differential privacy has received attention due to a 

debate sparked by its use by the US Census Bureau. This debate focused mainly on the 

tradeoff between privacy and accuracy, and the impact of this tradeoff for marginalized 

groups. Critics of differential privacy argued that while differential privacy ensures strong 

privacy protections against de-anonymization, the infusion of statistical noise can reduce 

https://www.cis.upenn.edu/~aaroth/Papers/privacybook.pdf
https://link.springer.com/chapter/10.1007/11787006_1
https://privacytools.seas.harvard.edu/differential-privacy
https://www.sciencedirect.com/science/article/pii/S2666389921002282
https://developers.googleblog.com/2021/01/how-were-helping-developers-with-differential-privacy.html
https://research.facebook.com/blog/2020/2/new-privacy-protected-facebook-data-for-independent-research-on-social-medias-impact-on-democracy/
https://www.apple.com/privacy/docs/Differential_Privacy_Overview.pdf
https://slate.com/technology/2021/08/census-bureau-differential-privacy-lawsuit.html
https://www.census.gov/programs-surveys/decennial-census/decade/2020/planning-management/process/disclosure-avoidance/differential-privacy.html
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the accuracy of analyses performed on the dataset particularly for groups that make up a 

statistical minority.24

Federated Statistics
Federated statistics (drawn from the more commonly known federated learning) is a 

machine learning (ML) technique that enables organizations to access and use data from 

multiple, discrete devices without the need to collect and store this data in a centralized 

database. In doing so, federated statistics provides some privacy protection and data 

security, since any personal data used to train an ML model does not have to leave an 

individual device and be at risk of data breaches — either during data transfer or due to 

being stored on a central server. This technique is also scalable as it allows for multiple 

organizations to collaborate on a given ML task without requiring them to share large 

volumes of raw data with each other. In the case of algorithmic fairness, this allows for bias 

assessments to take place across a large volume and wide array of users to understand the 

full impact of any potential bias issues.

Federated statistics necessitates the use of discrete, individual systems or devices where 

analysis can be performed. Limiting factors for this technique, therefore, include the 

computational capabilities, storage, network connectivity, and power of these devices. 

Federated learning, on its own, is also widely known to be vulnerable to privacy and security 

issues since the data provided to the central server can be used to identify individuals.25 

This technique is also susceptible to model poisoning attacks26 since malicious users can 

directly influence the global model by infusing incorrect or messy data from their device.

Federated statistics have been most commonly used to train ML models. For example, 

AI-developing organizations can send a centralized ML model (trained on publicly available 

data or untrained entirely) to each individual device, and each device will train a copy of 

that model locally before sending back the training results to a central server where results 

are aggregated and the centralized model is updated. In the context of algorithmic fairness 

problems, instead of sending large volumes of user data to a central server, data scientists 

can send queries (specific questions that can be answered through data) to individual 

devices and receive an aggregate report back that allows them to identify trends across 

groups.27

Differentially Private Federated Statistics
Combining differential privacy and federated statistics allows for large-scale, interactive 

data analysis while ensuring an individual’s sensitive information remains private and 

secure. Data scientists are able to gain insight into aggregate trends by sending queries to 

each data source (federated statistics). By adding statistical noise to the data, analysts can 

ensure individual privacy. Additionally, a secure aggregation protocol28 can also be used to 

24 See Appendix 4 for a 
more detailed definition.

26 See Appendix 4 for a 
more detailed definition.

27 It should be noted 
that as of the writing of 
this white paper, there 
is no formal definition 
for federated algorithms 
and thus other scholars’ 
definitions may slightly 
vary.

25 Lyu, Lingjuan, Han Yu, 
and Qiang Yang. “Threats 
to Federated Learning: A 
Survey.” arXiv, March 4, 
2020. http://arxiv.org/
abs/2003.02133.

28 See Appendix 4 for a 
more detailed definition.

https://doi.org/10.1016/j.knosys.2021.106775
https://ai.googleblog.com/2017/04/federated-learning-collaborative.html
https://arxiv.org/abs/2211.10082
http://arxiv.org/abs/2003.02133
http://arxiv.org/abs/2003.02133
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ensure that only the aggregate of individual reports generated from each query is visible 

to those conducting the data analysis (differential privacy). In other words, this technique 

ensures that no raw individual data is stored or visible to data analysts at the central level, 

restricting visibility to only the aggregate of reports generated.

One of the key strengths that differentially private federated statistics has over other 

privacy-enhancing techniques, such as Secure Multi-Party Computation (SMPC),29 is its 

ability to scale across numerous external actors, vendors, and contexts. This is particularly 

useful for an organization that is seeking to assess the fairness of a system that operates 

in multiple and highly varied social, political, and economic contexts as highly localized 

and specific trends can be identified. 

Like federated statistics, differentially private federated statistics require specific 

infrastructure in order to operate: discrete devices where an individual’s data is collected, 

stored, and analyzed. Conducting such analyses, depending on their complexity, may 

require a high local memory capacity and a large amount of computing power. Internet 

connection is needed for the local device to transfer its data reports to a central server 

and for queries to be sent to the devices. These hardware requirements may limit the types 

of AI/ML organizations that are able to take advantage of differentially private federated 

statistics as part of their algorithmic fairness assessment strategy. 

While layering these two approaches effectively mitigates the privacy and security 

vulnerabilities of federated statistics, the use of federated statistics does not address the 

challenge of tradeoffs inherent to differential privacy, namely the loss of data utility due to 

increased privacy. In the following discussion, we review some of the key considerations 

for the design of a robust algorithmic fairness assessment which relies on the use of 

differentially private federated statistics as a post-deployment technique to preserve the 

privacy of individual users while collecting and analyzing demographic data. 

29 See Appendix 4 for a 
more detailed definition.

https://eprint.iacr.org/2020/300.pdf
https://arxiv.org/abs/2211.10082
https://arxiv.org/pdf/2204.12057.pdf
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A Sociotechnical Examination of 
Differentially Private Federated 
Statistics as an Algorithmic Fairness 
Technique
Differentially private federated statistics is designed to address data privacy concerns. 

However, as an approach, it was not explicitly developed for the context of algorithmic 

fairness assessments. As such, it is not inherently designed to address the other social 

risks associated with collecting and using demographic data, such as miscategorization 

or reinforcement of oppressive categories.30 However, this does not mean that differentially 

private federated statistics pose barriers to the efficacy of other strategies and approaches 

for responsible and ethical data collection analysis. Rather, when using differentially private 

federated statistics to enhance the privacy of fairness assessments, there are a number of 

design choices and variables to consider. It is important to note, however, that such choices 

may result in trade-offs, for example between privacy and analytic accuracy.31

As previously mentioned, the ability of this technique to support a successful fairness 

assessment (e.g., one that overcomes the organizational and legal barriers and mitigates 

social risks) relies on both the design choices made by the organization and the conditions 

in which it is implemented. Below we detail a number of sociotechnical considerations that 

influence the efficacy of a fairness assessment strategy in terms of protecting individual 

user privacy and identification of potential algorithmic bias, particularly for socially 

marginalized groups. 

While conducting research for this project, expert convening participants frequently 

discussed the importance of a full pre- and post-deployment algorithmic fairness 

assessment strategy, especially if the aim is to mitigate the harms experienced by socially 

marginalized communities. To capture the advantages presented by differentially private 

federated statistics, organizations must consider the way the problem is defined, the way 

that data is collected, who continues to be excluded and “not seen” in the data, and how the 

data is interpreted to guide decision-making on algorithmic bias mitigation to prevent risks 

and harms for individuals and communities.

General Considerations for Algorithmic Fairness  
Assessment Strategies
The considerations are divided between two broad categories: 1) those related to the 

overall design of an algorithmic fairness assessment strategy, and 2) those related to the 

specific design of a differentially private federated statistics approach within that fairness 

30 For example, these 
harms could include the 
group-level miscate-
gorization of gender 
non-conforming 
individuals as male or 
female, reinforcing the 
oppressive category of 
the gender binary. 

31 See Appendix 4 for a 
more detailed definition.

https://partnershiponai.org/workstream/demographic-data/
https://partnershiponai.org/workstream/demographic-data/
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assessment strategy. The first set of considerations should be understood as some of the 

fundamental components needed in a broader algorithmic fairness assessment strategy. 

Poorly determined decisions among this set of considerations may weaken the efficacy 

of any attempt to identify algorithmic bias, whether or not differentially private federated 

statistics is applied. The second set of considerations is specific to how the differentially 

private federated statistics is applied so that its advantages (e.g., privacy preservation) are 

maximized. 

In general, algorithmic fairness assessments benefit from being treated as an 

organizational priority, as they require additional expertise, time, and organizational 

incentives to implement as part of the development of an algorithmic system. This is 

especially the case for resource-intensive approaches like differentially private federated 

statistics which may require additional computing capacity and team members capable of 

administering the overall application of differentially private federated statistics. 

Algorithmic systems should be tested for bias at multiple points of development and 

deployment. Pre-deployment testing and assessments provide assurances that algorithmic 

systems have been thoroughly vetted to minimize any harmful impacts once they are in 

operation and interacting with the general public. Post-deployment assessments allow 

organizations to monitor algorithmic systems as they operate in complex human contexts. 

Doing so not only protects additional people from being harmed or otherwise negatively 

impacted by the algorithmic system but allows for developers to improve and innovate 

on existing algorithmic models. In order to leverage the learnings from post-deployment 

algorithmic fairness assessments, organizational processes must be in place to incentivize 

or require teams to address and resolve any identified issues.

Because algorithmic bias is sociotechnical in nature, non-technical experts such as 

subject matter experts in social inequality and qualitative researchers are important 

members of algorithmic fairness assessment teams. As we will discuss further, they are 

especially advantageous when defining relevant demographic groups, choosing data 

collection methods, considering the balance of privacy and accuracy relevant to different 

social groups, defining appropriate fairness or bias frameworks to apply to models, and 

other components of the fairness assessment process. Organizations might also work 

in collaboration with community groups, particularly those that advocate on behalf of 

marginalized communities, to support these aspects of algorithmic fairness assessment. 

Ultimately, effective collaboration with external experts and groups requires clear 

communication, establishment of trust, potential compensation (monetary or in-kind), and 

organizational structures to support ongoing engagement. While resource-intensive, these 

collaborations can lead to more robust, inclusive, and equitable fairness assessments. 

https://arxiv.org/abs/2006.12358
https://arxiv.org/abs/2006.12358
https://www.nist.gov/system/files/documents/2021/10/04/aiareport2018.pdf
https://philarchive.org/archive/DAVTAA-21
https://dl.acm.org/doi/pdf/10.1145/3351095.3372874
https://dl.acm.org/doi/pdf/10.1145/3351095.3372874
https://partnershiponai.org/paper/making-ai-inclusive-4-guiding-principles-for-ethical-engagement/
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RECOMMENDATION(S)

• Team members involved in conducting the overarching fairness assessment, (of 
which differentially private federated statistics is one component) should include 
meaningful engagement with non-technical experts and community groups to 
inform their overall approach. 

• This should involve setting expectations, maintaining communication, and 
providing compensation for those external to the organization who contribute their 
time and expertise.

• Organizations should provide teams with adequate time and resources to design 
and deploy algorithmic fairness assessments. 

• Teams should obtain executive, leadership, and middle-management buy-in to 
ensure they receive the proper support to effectively address any bias identified. 

 
Defining Fairness
Before beginning any type of fairness assessment (pre- or post-deployment), an 

organization should work towards aligning social and statistical definitions of fairness 

they are employing for that specific assessment. As noted by many social scientists and 

sociotechnical experts, fairness is an “essentially contested concept,” meaning it has 

“multiple context-dependent, and sometimes even conflicting, theoretical understandings.” 

To further complicate the definition and assessment of fairness and bias, there are many 

ways to translate understandings of fairness or bias into a set of statistical measurements. 

For example, “disparate impact” is one interpretation of bias used in legal, and increasingly 

in algorithmic, contexts. It is defined as a situation which appears neutral (e.g., everyone 

has the same odds or outcomes), but one group of people (usually of a protected class or 

characteristic) is adversely affected or implicated. A common measurement of disparate 

impact is the “80% rule,”32 which sets a quantified threshold for discriminatory or biased 

outcomes. Other frequently used statistical approaches to fairness include predictive 

parity33 and demographic parity34 (also known as statistical parity) when assessing systems 

for disparate impact. These technical definitions attempt to collapse social definitions of 

unfairness into mathematical formulas in very specific ways and have varying benefits and 

challenges depending on the context of the application. 

Given the many ways fairness (or bias) can be defined and interpreted mathematically, 

it is important for organizations to both 1) apply interpretations and measurements of 

fairness that align with their overall values as an organization; and 2) share and discuss 

how fairness is being defined, both technically and socially, with the public (e.g., other 

researchers, policymakers, their users). It may not be possible (or worthwhile) to assess for 

all interpretations of fairness, so maintaining transparency about which notion of fairness 

is being pursued — and why — can help teams and organizations navigate discussions and 

criticisms related to their algorithmic fairness assessment strategies.

For example, an organization using the 80% rule or predictive parity should not claim that 

https://dl.acm.org/doi/pdf/10.1145/3442188.3445901
https://dl.acm.org/doi/pdf/10.1145/3442188.3445901
https://link.springer.com/article/10.1007/s43681-022-00183-3
https://link.springer.com/article/10.1007/s43681-022-00183-3
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they are attempting to ensure fairness for all users, as these approaches do not ensure that 

all users will be treated equally — or experience similar outcomes — across groups, only that 

it will perform fairly for a majority of users. It is possible for organizations to apply many 

different measures of fairness in order to triangulate towards a broader interpretation of 

fairness. For example, an organization may rely on the 80% rule as a starting point for their 

fairness assessment, helping them to flag performance areas that require more granular 

analysis. 

Who gets to define fairness for algorithmic fairness assessment strategies is also 

important to consider. There is increasing interest in engaging outside experts, members 

of adversely affected communities, broad user bases, and the general public as part of 

the development process. Algorithmic bias can have severe impacts on an organization’s 

reputation, so engaging those who will be impacted by the end product, including in the 

defining of “fairness,” is one proposed way of grappling with algorithmic bias, expanding 

public participation while building better products and systems enjoyed by users. Again, 

given the complexity of defining and measuring fairness, it may be appropriate to adopt a 

“mixed methods” approach, using both survey and qualitative methods like community-

based interviews or focus groups. Being able to respond to these expectations with clear 

communication about what type of “fairness” the organization is trying to achieve through 

a fairness assessment will go far in building trust and mitigating miscommunication and 

harm. 

RECOMMENDATION(S)

• Organizations should seek alignment between technical (e.g., statistical) and 
non-technical (e.g., sociological) definitions of fairness.35

• Organizations should seek alignment between developer and user or public 
understanding and measurement of fairness. 

• Organizations should practice transparency when it comes to how they define 
fairness.

 
Defining Relevant Demographic Categories
Just as fairness is an “essentially contested concept,” demographic categories are 

contested and context-specific. Which characteristics are measured (e.g., gender versus 

sex or race versus ethnicity) and the categories that are provided (e.g., male/female, 

cisgender woman/transwoman/gender non-binary, or female/male/two-spirit) change 

across different assessment situations based on such factors as what the algorithmic 

system does and where it is deployed. 

For any algorithmic bias assessment, it is critical that the salient demographic categories 

are identified and appropriately defined for the analysis. This comes down to understanding 

which demographic categories are salient axes of bias for the context in which their 

product or system is operating in. In terms of defining demographic categories, some 

35 Technical approaches 
to fairness mean statis-
tically defined fairness, 
such as the statistical 
probability of outcome 
A being the same as 
outcome B (a 50-50 
“chance”). Non-tech-
nical or sociological 
approaches to fairness 
could include something 
such as a sliding scale 
for payment, based on 
income, such that those 
who are financially 
poorer pay less than 
their financially richer 
counterparts (recog-
nizing that spending 
$10 if you earn $20 a 
day can have a substan-
tially greater negative 
impact on your overall 
financial well-being than 
for someone who earns 
$1000 a day). 

https://arxiv.org/pdf/2202.09519.pdf
https://arxiv.org/pdf/2202.09519.pdf
https://dl.acm.org/doi/pdf/10.1145/3351095.3372874
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organizations may look to existing government taxonomies (for example, in a US context, 

the racial and ethnic categories provided in the US census may be viewed as a starting 

point to select salient social identity categories). However, given the known limitations 

of government-defined taxonomies, it is also important to conduct research to identify 

alternative categories and/or redefine categories to map against how they are understood 

and used in specific socio-political contexts. 

Much like tapping into expertise outside the development team to define “fairness,” socio-

political experts, users, and members of the general public can help refine the selection 

of appropriate demographic categories to assess algorithmic fairness. The categories of 

data used to measure or assess possible bias is a particularly sensitive (and contested) 

area of concern for many members of marginalized social groups, as the way individuals 

are measured may generate other harm to these marginalized groups. These harms can 

include miscategorization (when an individual is misclassified despite there being a 

representative category that they could have been classified under) or misrepresentation 

(when categories used do not adequately represent the individual as they self-identify). Not 

only can miscategorization or misrepresentation lead to psychological and emotional harm 

via feelings of invalidation and rejection, but entire groups of individuals would be rendered 

invisible within the data because they are effectively not being counted. This is particularly 

of concern, as important decisions are often made based on statistical analyses of 

populations, such as political representation, allocation of social services, and functionality 

of products and features.

RECOMMENDATION(S)

• Organizations should allocate the necessary resources to conduct original research 
on appropriate measurements and metrics for the fairness assessment process.

• In order to yield a more inclusive fairness assessment process, this may include 
exploring what demographic categories are relevant to the deployment of their 
systems or features, as well as how different communities may define their own 
demographic attributes. 

 
Data Collection
There are important considerations related to how an individual is able to offer the 

information necessary for the algorithmic fairness assessment. There are a number of 

methods for data collection organizations could employ, each with their own advantages 

and disadvantages. For example, an individual can be directly asked to select their gender 

identity from a limited list to determine if an algorithmic system is behaving in a gender-

biased manner. These may provide the algorithmic assessment team with a “clean” dataset 

ready for analysis, but individuals — especially those who feel they are not accurately being 

reflected in the categories offered — may choose not to volunteer their information for 

assessment. Generally, individuals from social groups that experience miscategorization 

https://www.census.gov/newsroom/blogs/random-samplings/2021/08/measuring-racial-ethnic-diversity-2020-census.html
http://www.hephzibahvsp.com/uploads/3/1/7/8/31787185/strmicpawl.jackson.garner.racecounts.pdf
https://partnershiponai.org/paper/fairer-algorithmic-decision-making-and-its-consequences/3/
https://reallifemag.com/counting-the-countless/
https://reallifemag.com/counting-the-countless/
https://docs.lib.purdue.edu/cgi/viewcontent.cgi?article=1059&context=enegs
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or violence due to their minority identity may be less likely to volunteer demographic and 

other private information out of concern for their safety. For example, in the United States 

where immigrant documentation status is highly politicized and policed, researchers found 

that asking about citizenship status on the US census significantly increased the percent 

of questions skipped and made respondents less likely to report that members of their 

household were Latino/Hispanic. For this reason, datasets would be incomplete across 

individuals who are very likely to be underrepresented in other datasets (e.g., training, 

testing) and experiencing regular exclusion from technological advances.

Another popular method is the use of open forms which allow for individuals to self-

report or self-identify without the requirement to select from predefined categories. This 

technique can result in incomplete or highly variable datasets requiring resource-intensive 

cleaning which can impact the accuracy of the fairness assessment. However, it can also 

provide individuals with autonomy over how they define themselves which is particularly 

crucial for communities whose identities have been historically excluded from formal data 

collection efforts. 

Organizations may also rely on demographic inference methods36 to proxy for traits, such 

as using computer vision technology to algorithmically ascribe skin tone as a proxy for 

race or ethnicity. While this technique can provide organizations with robust, uniform 

datasets, it removes agency from individuals in their ability to self-identify and can lead to 

miscategorization or misrepresentation. Additionally, existing measurements have been 

critiqued, and in some cases abandoned, for the limitations they pose for marginalized 

groups. For example the Fitzpatrick scale, which is often used to classify skin tone, has 

received criticism for its failure to accurately capture darker skin tones. In 2022, Google 

implemented the Monk scale which expands on the skin tone shades first established 

by the Fitzpatrick scale to improve categorization accuracy, particularly for people with 

darker skin tones. However, even this more inclusive scale fails to prevent all instances of 

miscategorization or overcome the issue of self-identification. 

A separate issue is one of individual user consent for the collection and use of their private 

data. There have been a number of well-documented cases where individual data has 

been taken and used for other uses, such as targeted political advertising, without the 

individual’s knowledge or consent. To maintain public trust, as well as stay in accordance 

with different data privacy laws, it is important that when collecting personal data, active 

and knowledgeable consent is received by the individual providing the data. In order to 

receive knowledgeable consent,37 it may be necessary to acquire ongoing consent, rather 

than consent at a single point in time to provide broad accessibility to an individual’s 

data. Organizations should provide individuals with the opportunity to accept or refuse the 

provision of their data, alongside information on how their data might be used. Accessibility, 

clarity, scope, frequency, and language are all important elements to consider when 

designing an ethical consent process. For example, for IDs in Apple Wallet, users are asked 

36 See Appendix 4 for a 
more detailed definition.

37 See Appendix 4 for a 
more detailed definition.

https://scholar.harvard.edu/files/msen/files/censuscitizenship.pdf
https://cdn.ymaws.com/www.psichi.org/resource/resmgr/journal_2016/21_3Fall16JN-Hughes.pdf
https://citeseerx.ist.psu.edu/document?repid=rep1&type=pdf&doi=596ac0e3e7e42130b8fe1031ca1b0300209d3c2f
https://onlinelibrary.wiley.com/doi/full/10.1111/ssqu.13242
https://www.arpansa.gov.au/sites/default/files/legacy/pubs/RadiationProtection/FitzpatrickSkinType.pdf
https://pubmed.ncbi.nlm.nih.gov/32186531/
https://blog.google/products/search/monk-skin-tone-scale/
https://www.nytimes.com/2020/01/18/technology/clearview-privacy-facial-recognition.html
https://www.washingtonpost.com/technology/2020/08/26/race-divisions-highlighted-disinformation-2016/
https://ssir.org/articles/entry/the_urgent_need_to_reimagine_data_consent
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to offer the use of their data for algorithmic bias assessment at the time of onboarding but 

may opt out at any time. If users do opt in, data is only accessed and used for 90 days (from 

the time of opt-in). Convening participants noted that having simple mechanisms to opt out 

and having a clear data retention period are important features to maintain.

Differentially private federated statistics present an advantage for some of these data 

collection concerns, as it ensures that the collection, storage, analysis, and sharing of 

an individual’s demographic data is more likely to remain anonymous and less likely 

to be unknowingly taken, or reconstructed, by another party. By keeping an individual’s 

information on their own device, rather than storing it on a central database that might 

be less secure, concerns regarding data breaches and misuse of user databases may be 

allayed. By introducing noise to the data and only reporting out results (as opposed to 

raw data), individuals are more protected from having their identities de-anonymized or 

reconstructed, mitigating some concerns related to surveillance or targeted violence. 

The additional protections offered by differentially private federated statistics can 

also make it possible to deviate from government-defined demographic categories, as 

individuals may respond in ways that are more reflective of their own perceived identities 

without fear of being marked by those identities publicly. For example, an individual who 

lives in an area that treats having sex with someone of the same gender identity as a felony 

crime may be more willing to accurately identify their sexual orientation if their response 

is not stored in a central database (that could be rendered to a government agency) and 

cannot be de-anonymized. 

RECOMMENDATION(S)

• If organizations are employing data inference techniques for demographic 
characteristics, organizations should provide individuals with complementary 
opportunities to self-identify or to check their ascribed demographics.

• Teams should account for sampling bias by doing specific outreach to communities 
at risk of underrepresentation. 

• Organizations should ensure participants are provided with clear, accessible 
opportunities to accept or refuse participation with an informed understanding of 
the privacy protection provided to them, what their data will be used for, and for how 
long their data will be retained.

 

https://arxiv.org/pdf/2003.13922.pdf
https://chooser.crossref.org/?doi=10.1515%2F9780822375302
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Design Considerations for Differentially Private  
Federated Statistics
Differentially private federated statistics is an approach with many different features. How 

these features are defined can impact whether differentially private federated statistics can 

strengthen or impede an algorithmic fairness strategy. The following section reviews the 

different aspects of differentially private federated statistics to consider when designing a 

robust algorithmic bias assessment strategy.

The Differential Privacy Model
Differentially private federated statistics can be designed with either local differential 

privacy and central (or global) differential privacy. Each of these models imposes privacy 

guarantees at different levels, and therefore have implications for individual privacy and 

the amount of trust that an individual is required to have in the organization conducting 

the fairness analysis. 

In a local differential privacy model (LDP), statistical noise is added to an individual’s data 

before it is shared from their device with the central server. As a result, no raw data is shared 

with the organization conducting the analysis. This LDP model (Image 1) addresses the 

privacy concerns held by individuals when considering whether or not to contribute their 

data. It removes the need for individuals to trust the organization. Alongside the LDP model, 

organizations also have an option to incorporate a secure aggregation protocol. This is an 

additional privacy guarantee that is enforced after data (with statistical noise) has been 

aggregated from multiple individual devices on the central (or third-party) server to ensure 

that aggregate data will not be released unless the aggregate privacy guarantee is achieved. 

In contrast, a central differential privacy (CDP) model adds statistical noise at the 

aggregate level once received by the central server. In this model, the central aggregator 

has access to an individual’s raw data before adding noise to achieve the differential 

privacy guarantee (Image 2). The disadvantage to this model is that it requires individuals 

to have more trust in the organization to protect their privacy, and therefore can negatively 

impact an individual’s willingness to contribute their data, leaving the organization with a 

less comprehensive data pool for their analysis. 
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IMAGE 1: Local Differential Privacy
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IMAGE 2: Central Differential Privacy
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RECOMMENDATION(S)

• Organizations should use local differential privacy (LDP) with secure aggregation to 
guarantee the highest amount of privacy protection for individuals who share their 
data. 

• Organizations should consider incorporating a secure aggregation protocol 
alongside LDP to bolster privacy once data is received by the central server. 

The Privacy Budget 

The privacy budget, or epsilon, is a commonly accepted metric of privacy loss. The epsilon 

value can be seen as a spectrum, with absolute data privacy on one end and absolute data 

accuracy on the other: the smaller the epsilon value, the greater the privacy guarantee 

is for individuals, and the less utility (or accuracy) the aggregated data has. An epsilon 

value of 0 or 1 is considered highly private as, while a value between 2 and 10 is considered 

as providing some privacy, whereas a value above 10 is considered to provide little to no 

privacy since very little noise will be added to the original data to prevent an adversary from 

recognizing that a revealing output has occurred. An epsilon value can be set at the local or 

aggregate level under differentially private federated statistics.

When designed with strong privacy guarantees, differentially private federated statistics 

has the ability to ensure an individual’s sensitive data remains private and their identity 

remains unidentifiable in aggregate. However, while a smaller epsilon value will yield 

greater privacy, data analysis outputs will be less accurate (relative to the same analysis 

conducted with a higher epsilon value). In some instances, it may be necessary to set a 

higher epsilon value as more accurate data analysis is needed (e.g., analyses of groups with 

lower population sizes).

It is important to note that the application of differentially private federated statistics 

is not in and of itself a privacy guarantee: a deployment of differential privacy is only as 

private as the choice of epsilon. For example, organizations using differential privacy may 

overstate the extent of data privacy they are providing if they use a high epsilon value. By 

using differentially private federated statistics with a small(er) epsilon value, organizations 

can neutralize linkage attacks, or the ability to identify an individual using data from 

multiple datasets to establish a link and reveal their identity. 

As noted earlier, enforcing a small epsilon — and therefore a higher degree of privacy — 

does pose tradeoffs for accuracy (i.e., the ability for an individual to be accounted for in 

a fairness assessment), particularly for demographic groups that make up statistical 

minorities in datasets as is often the case for marginalized communities. A smaller 

epsilon can render statistical minority groups invisible during analysis. This could lead 

to inaccurate, ineffective, or even harmful fairness assessments if small populations 

continue to be excluded from fairness assessments. Adding to the complexity, a larger 

https://medium.com/nerd-for-tech/differential-privacy-while-sharing-sensitive-data-ii-5eed98e48732#:~:text=The%20lower%20the%20epsilon%20is,better%20to%20have%20than%20nothing
https://www.brookings.edu/articles/using-differential-privacy-to-harness-big-data-and-preserve-privacy/#:~:text=This%20value%20defines%20just%20how,the%20less%20privacy%20is%20preserved.
https://petsymposium.org/popets/2023/popets-2023-0043.pdf
https://arxiv.org/pdf/2209.13012.pdf
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epsilon reduces privacy guarantees which can be particularly harmful for marginalized 

communities who are already at higher risk of surveillance. 

There is no universal balance standard for setting the epsilon. This decision depends 

on multiple factors including the risks to individuals and communities associated with 

data collection, levels of desired privacy, organizational needs, operational definition of 

fairness and other context specific to the fairness assessment. In some instances, it may 

be necessary — and even actively supported by the population of users — to set a higher 

epsilon value so assessment of their small group population may be more accurate and 

potentially subject to remediation if bias is identified. 

RECOMMENDATION(S)

• Teams should choose the epsilon and other privacy parameters with the needs of 
those most at risk of algorithmic harm as the priority for analysis and investigation. 

• Focusing attention on the study of those most at risk, even when they make up 
a statistical minority, can generate benefits for all users.

 
Queries

Queries refer to pre-defined and approved functions (i.e. inquiries) that can be applied 

to raw data on devices resulting in an aggregate report. Choosing the correct query 

parameters is crucial to designing an effective fairness assessment process as the 

queries determine what instances of bias are or are not visible to the data analysts. For 

example, in assessing the functionality of a computer vision algorithm for any potential 

bias, a relevant query may be related to performance across gender groups for a racially 

diverse population given known issues of computer vision algorithms and intersectional 

gender bias. The chosen definition of fairness can help organizations in defining query 

parameters. Participatory methods, such as the inclusion of impacted communities and 

interdisciplinary experts, may also be employed to help identify the initial set of queries to 

be used to explore algorithmic bias.

When designing queries, organizations might consider factors such as the query 

frequency, amount permitted, and content. Within the differentially private federated 

statistics model, data analysts can deploy queries adaptively and tailor their queries 

based on previously observed responses. This poses some necessary considerations for 

how queries are determined and overseen. It is possible that individual devices could be 

“mined” excessively by deploying an endless number of queries. Adaptive queries could also 

make it possible to trace data points to specific devices by tailoring the questions in an 

increasingly more specific way to discern the device (and therefore the user and the user’s 

data) from another. 

The practice of data minimization ensures organizations only collect the data necessary 

to accomplish a given task. This can be achieved through a thoughtful query design and 

https://ssir.org/articles/entry/the_curb_cut_effect
http://proceedings.mlr.press/v81/buolamwini18a/buolamwini18a.pdf
http://proceedings.mlr.press/v81/buolamwini18a/buolamwini18a.pdf
https://dl.acm.org/doi/pdf/10.1145/3351095.3372874
https://wires.onlinelibrary.wiley.com/doi/abs/10.1002/widm.1443
https://wires.onlinelibrary.wiley.com/doi/abs/10.1002/widm.1443
https://edps.europa.eu/data-protection/data-protection/glossary/d_en#:~:text=Data%20minimization,to%20accomplish%20a%20specified%20purpose.
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approval process in which only necessary information is retrieved from individual’s devices 

and aggregated in reports. Additionally, with the appropriate restrictions and monitoring 

in place, it is possible to employ differentially private federated statistics to minimize the 

risk of, for example, re-identification using the individual data that is collected and used. 

For example, the differential privacy constraint can be applied to sets of queries. Instead 

of saying “every query must satisfy X privacy constraint,” the rule can state “the set of all 

queries asked this month must satisfy X privacy constraint.”38

Combined with retention limits, this can help effectively limit privacy loss. This can also 

help organizations stay in compliance with data regulation standards such as GDPR, CCPA, 

and HIPPA. Data minimization also helps to mitigate social harms stemming from broad 

data collection, such as increased surveillance and data misuse or use beyond informed 

consent. 

Ultimately, it is important for organizations to balance varying constraints such as the need 

for data minimization as well as the need to obtain adequate levels of responses to conduct 

a robust fairness assessment. 

RECOMMENDATION(S)
• Teams should ensure query parameters align with the definition of fairness.

• Teams should work with interdisciplinary experts and/or community groups in 
designing query parameters.

• Teams should balance data minimization with the need for robust fairness 
assessment depending on specific context. 

 
Data Retention

Data retention, which refers to the length of time individual data can be accessed via a 

query or used in aggregate before being destroyed, is an important consideration due 

to real and perceived threats of data breaches, potential re-identification, and being 

repeatedly queried. Differentially private federated statistics on its own does not prohibit 

the long-term storage of data, whether on the device or in a central server. This is a 

determination an algorithmic assessment team or the organization must establish for 

itself. However, this is not a straightforward choice, especially when considering the needs 

of marginalized communities with small populations.

A short data retention period (e.g., 30 days), for example, protects an individual from 

being queried many times, but small groups may be underrepresented in the overall 

data population at any given time. For example, if there are only 20 people out of 500 who 

identify as a member of a small religious sect, all 20 people would need to consent to their 

data usage within the same period of time in order to exceed the privacy budget threshold 

to be accurately analyzed as a group. 

38 “Privacy constraint” 
refers to the set of rules 
(which assign privacy 
levels) to the dataset 
being analyzed.

http:/https://gdpr-info.eu/art-5-gdpr/
https://oag.ca.gov/privacy/ccpa
https://www.hhs.gov/hipaa/for-professionals/faq/minimum-necessary/index.html#:~:text=The%20HIPAA%20Privacy%20Rule%20requires,to%20accomplish%20the%20intended%20purpose.
https://ieeexplore.ieee.org/document/5990674
https://www.zbw.eu/econis-archiv/bitstream/11159/206668/1/EBP085013951_0.pdf
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A long data retention period (e.g., two years), on the other hand, may subject an individual 

device to participating in many assessments, perhaps exceeding the expectations of the 

individual who consented to use of their data. Such a situation would also make it more 

likely an individual device could be re-identified if it appears across many query reports. 

RECOMMENDATION(S)

• Organizations should institute a data retention period to ensure individual data is 
not perpetually used or accessible. 

• Organizations should think carefully about how the data retention period will impact 
their ability to identify bias when users are able to contribute their data across a 
long time period, particularly for statistical minorities who may not all contribute 
their data at once.
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Conclusion
An important part of responsible AI development is recognizing that it is difficult, if not 

impossible, to release an algorithmically-driven feature or product that is guaranteed to 

work every time for all people and situations. Rigorous pre- and post-deployment fairness 

assessments are necessary to surface any potential bias in algorithmic systems. Post-

deployment fairness assessments can pose additional challenges to organizations, as 

they often involve collecting new user data, including sensitive demographic data, to 

observe whether the algorithm is operating in ways that disadvantage any specific group 

of people. The collection and use of demographic data is recognized to be challenging for 

organizations due to concerns related to data privacy, data security, and legal barriers. 

Demographic data collection also poses key risks to data subjects and communities such 

as data misuse or abuse of data (including potential discriminatory uses), as well as harms 

stemming from misrepresentation and miscategorization in datasets. 

In an effort to deploy algorithmically driven features responsibly, Apple introduced IDs in 

Apple Wallet with mechanisms in place for Apple (and the identification card issuing state 

authority) to identify any potential biases users may experience when setting up or using 

their new digital ID. Currently only available in the United States, Apple applied differentially 

private federated statistics as a way to protect users’ data, including their demographic 

data, as part of IDs in Apple Wallet. The main benefit of using differentially private federated 

statistics is the preservation of data privacy by combining the features of differential 

privacy (e.g., adding statistical noise to data to prevent re-identification) and federated 

statistics (e.g., analyzing user data on individual devices, rather than on a central server, to 

avoid the creation of datasets that can be hacked or otherwise misused). 

A member organization of Partnership on AI (PAI), Apple shared details about the use of 

differentially private federated statistics in a US context for discussion by responsible AI, 

algorithmic fairness, and social inequality experts across two convenings. Independently 

organized and hosted by PAI, the two expert convenings discussed how algorithmic 

fairness assessments are strengthened, challenged, or otherwise unaffected by the use 

of differentially private federated statistics. PAI applies a sociotechnical lens to various AI 

issues, including algorithmic fairness and bias issues, in order to draw attention to the 

complex ways AI can have social impact, particularly for marginalized demographic groups. 

Expert participants were asked to consider not only the specific technical strengths or 

weaknesses of differentially private federated statistics but how this approach interacts 

with an overall algorithmic fairness strategy. Recognizing that data privacy and security are 

not the only concerns people have regarding the collection and use of their demographic 

data, participants were directed to consider whether differentially private federated 

statistics could also be leveraged to attend to some of the other social risks that can arise. 
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The expert participants — drawn from commercial AI companies, research institutions, 

and civil society organizations — emphasized the importance of having both pre- and 

post-deployment algorithmic fairness assessments throughout the development and 

deployment of an AI-driven system or product/feature. Post-deployment assessments are 

especially important as they enable organizations to monitor algorithmic systems once 

deployed in real-life social, political, and economic contexts. They also recognized the 

importance of thoughtfully collecting some demographic data in order to help identify 

group-level algorithmic harms. 

The expert participants, however, clearly noted that a secure and privacy-preserving way of 

collecting and analyzing sensitive user data is, on its own, insufficient to deal with the risks 

and harms of algorithmic bias. In fact, they expressed that such a technique is not entirely 

sufficient for dealing with the risks and harms of collecting demographic data. Instead, the 

convening participants identified key choice points facing AI-developing organizations to 

ensure the use of differentially private federated statistics contributes to overall alignment 

with responsible AI principles and ethical demographic data collection and use.

The following tables (Tables 2 and 3) summarize the different choice points 

and recommendations for best practices identified by the expert participants. 

Recommendations are organized into two types: 

1. general considerations that any AI-developing organization should consider for their 
post-deployment algorithmic fairness assessment (Table 2)

2. design choices specifically related to the use of differentially private federated statistics 
within a post-deployment algorithmic fairness strategy (Table 3) 

The choice points identified by the expert participants summarized in Table 2 emphasize 

the importance of carefully applying differentially private federated statistics in the context 

of algorithmic bias assessment. They noted that several features of the technique can be 

determined in such a way that reduces the efficacy of the privacy-preserving and security-

enhancing aspects of differentially private federated statistics. Several expert participants 

highlighted Apple’s decision to limit the data retention period (90 days), clearly and 

simply sharing what data the user will be providing for the assessment, and maintaining 

organizational oversight of the query process and parameters as aligning with the best 

practices they would recommend.

Many of the recommendations surfaced by the expert participants focus on the resources 

(e.g., financial, time allocation, and staffing) necessary to achieve a level of alignment and 

clarity on the nature of “fairness” and “equity” AI-developing organizations are seeking 

for their AI-driven tools and products/features before integrating differentially private 

federated statistics into their overall bias mitigation strategy. While these considerations 

may seem tangential, the experts emphasized the importance of establishing a robust 

foundation on which differentially private federated statistics could be effectively utilized. 

Any form of demographic data collection or use can expose people to potential risk or harm. 
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Regardless of the steps taken to minimize such risk, the collection of demographic data 

without an explicit purpose or effective plan for its responsible usage is not justifiable 

given the potential individual or societal cost. Differentially private federated statistics, 

in and of itself, does not mitigate all the potential risks and harms related to collecting 

and analyzing sensitive demographic data. It can, however, strengthen overall algorithmic 

fairness assessment strategies by supporting better data privacy and security throughout 

the assessment process.

TABLE 2: General Considerations for Algorithmic Fairness Assessment Strategies

Choice Point Recommendation(s)

Establishing organizational 
support

• Organizations should provide teams with adequate time and 
resources to design and deploy algorithmic fairness assessments. 

• Teams should obtain executive, leadership, and middle 
management buy-in to ensure they receive the proper support to 
effectively address any bias identified. 

• Team members involved in conducting the overarching fairness 
assessment, which differentially private federated statistics is 
one component of, should ensure meaningful engagement with 
non-technical experts and community groups to inform their 
overall approach. 

• This involves setting expectations, maintaining 
communication, and providing compensation for those 
external to the organization who contribute their time and 
expertise.

Defining Fairness • Organizations should achieve alignment between technical and 
non-technical definitions of fairness.

• Organizations should achieve alignment between developer and 
user or public understanding and measurement of fairness. 

• Organizations must practice transparency when it comes to how 
they define fairness. 

Identifying relevant 
demographic categories

• Organizations should allocate necessary resources to conduct 
original research into what demographic categories are relevant as 
well as how communities that interact with the algorithmic system 
define themselves to yield a more inclusive fairness assessment 
process. 

Determining the data 
collection method(s)

• Organizations should provide individuals with complimentary 
opportunities to self-identify or to check their ascribed 
demographics if using inference techniques.

• Teams should account for sampling bias by doing specific 
outreach to communities at risk of underrepresentation. 

• Organizations should ensure participants are provided with a 
clear, accessible opportunity to accept or refuse participation with 
an informed understanding of the privacy protection provided to 
them, what their data will be used for, and for how long their data 
will be retained.
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TABLE 3: Design Considerations for Differential Private Federated Statistics

Choice Point Recommendation(s)

Choosing the differential privacy 
model (local differential privacy vs. 
central differential privacy)

• Organizations should use local differential privacy (LDP) 
to guarantee the highest amount of privacy protection for 
individuals who share their data. 

• Organizations should consider incorporating a secure 
aggregation protocol alongside LDP to bolster privacy once 
data is received by the central server.

Determining the appropriate 
privacy budget/epsilon

• Teams should choose the epsilon and other privacy 
parameters with the needs of those most at risk of 
algorithmic harm at the center (which will often benefit 
all users) rather than choosing based on the needs of 
the majority of users as this could exacerbate existing 
inequities. 

Designing queries • Teams should ensure query parameters align with the 
definition of fairness.

• Teams should work with interdisciplinary experts and/or 
community groups in designing query parameters.

• Teams should balance data minimization with the need 
for robust fairness assessment depending on specific 
context. 

Determining the data retention 
period

• Organizations should institute a data retention period 
to ensure individual data is not perpetually used or 
accessible. 

• Organizations should think carefully about how the data 
retention period will impact their ability to identify bias 
when users are able to contribute their data across a long 
time period, particularly for statistical minorities who may 
not all contribute their data at once.

https://ssir.org/articles/entry/the_curb_cut_effect
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Appendices

APPENDIX 1

Fairness, Transparency & Accountability Program Area  
at Partnership on AI
The Fairness, Transparency, and Accountability program area at Partnership on AI 

encompasses PAI’s large body of research and programming around issues related 

to discriminatory harms of algorithmic systems. Since 2020, the team has sought to 

understand the types of demographic data collection practices and governance frameworks 

required to ensure that fairness assessments of algorithmic systems are conducted in the 

public interest. The team has explored data collection and algorithmic fairness practices 

and processes from both an organizational process perspective and an equity and inclusion 

perspective. The program area aims to demonstrate the importance of categorization and 

datafication practices to organizational efforts to: 1) make algorithmic decision-making 

more “fair”; 2) develop guidelines for how organizations can include participatory, inclusive 

practices around data collection to achieve “fairness” or “non-discrimination”; and 3) assess 

the contextual feasibility of existing and emerging fairness techniques. 
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APPENDIX 2

Case Study Details
In 2022, Apple released a new feature in their Apple Wallet app, IDs in Wallet, which allows 

users to store a digital copy of their state-issued identification card or driver’s license to 

be used in lieu of their physical card. Users are required to undergo several identification 

verification checks to help ensure that the person adding the identity card to Wallet is the 

same person to whom the identity card belongs. The state is responsible for verifying and 

approving the user’s request to add their driver’s license or state ID to Wallet.

In order to help Apple and the state issuing authority ensure fairness in the identity 

verification process, Apple asks users to share select demographic data (such as age range 

or sex) from a user opt-in screen at the end of the ID in Wallet setup flow. This analysis 

helps determine if outcomes during the setup and approval process are different for groups 

of users.

Sharing information is optional and if users agree to share, the information is collected 

in a way that helps preserve user privacy. Federated statistics uses differential privacy to 

allow analytics of aggregated information without Apple, or the ID-issuing state, learning 

individual-level information. No personally identifiable information is collected, stored, or 

used by Apple or the state issuing authority as part of this process. Users can opt out of 

sharing this data at any time.

Apple is using differentially private federated statistics as part of a larger fairness 

assessment strategy for IDs in Wallet that includes rigorous user testing and inclusivity 

roundtable discussions with state issuing authorities and third-party vendors, and 

integration of existing inclusivity strategies from other Apple teams, among others.
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APPENDIX 3

Multistakeholder Convenings
PAI led a series of convenings designed to engage a diverse set of experiences and expertise to explore the 

questions posed in this project through both social and technical lenses. PAI has had success with facilitating 

multistakeholder, multi-disciplinary discussions about pressing ethical issues in the field of AI, leveraging the 

diversity of participants to capture the necessary nuance to address those issues. 

Extended semi-structured small group discussions moderated by facilitators from PAI allowed expert participants 

to uncover questions and considerations around the use of differential private federated statistics for the 

algorithmic fairness assessments that may not have been considered otherwise. 

PAI actively encourages participants to pose additional questions or considerations outside of the initial interview 

protocol. By grounding these convenings in social scientific research methodologies, discussions are designed 

to yield more general insights on how organizations can use differentially private federated statistics to ethically 

and responsibly approach bias and fairness assessments, or to more rigorously examine and improve their own 

approaches and strategies. 

APPENDIX TABLE 1: Convening Discussion Questions

Convening Topic Discussion Questions

Methods for 
Inclusivity in  
Data Collection

• When beginning a data collection effort to support algorithmic fairness, what processes should 
be adopted to support the identification of the appropriate and most accurate measurement of 
demographic categories to include in a fairness assessment?

• What considerations should be taken into account when deciding on the desired demographic 
data?

•  Who should be included in this process? 

• What impact might these considerations have on different demographic groups? 

• How can we design participatory and inclusive demographic data collection methods that preserve 
privacy and advance fairness? 

• What are the benefits and risks of various methods (perhaps those we discussed previously), 
particularly for marginalized groups? 

• What role does consent play in this process?

Advancing Privacy 
and Fairness

• Does this technique as a whole lend itself to both privacy and accuracy for users from all 
demographic groups?

• Which components of differentially private federated statistics are most vulnerable to breakdowns 
that could harm marginalized groups?

• How should interacting components of differential private federated statistics be determined when 
striving towards privacy and accuracy for all demographic groups?

• Under what circumstances would the privacy budget, sets of queries, and lifespan of data retention 
be adjusted?

• Could this be adjusted in order to better serve different demographic groups? 
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Algorithmic miscategorization
Refers to instances when an individual is incorrectly 
classified in a dataset, despite the existence of an accurate 
(representative) data category.

For example, an algorithmic system that uses racial proxy 
analysis by assigning a racial category to an individual 
based on the analysis of an individual’s skin tone in 
an image may classify someone as “White” due to the 
perceived “light” skin tone of an individual who racially 
identifies as “Asian.”

Algorithmic system
Refers to a system composed of one or more algorithms, or 
an automated procedure used to perform a computation, 
and includes systems using machine learning or following 
a pre-programmed set of rules. 

For example, search engines, traffic signals, and facial 
recognition software all rely on algorithmic systems to 
function.

Analytical accuracy
Refers to the closeness (accuracy) between the 
representation of a value or data point and the true value or 
data point. 

For example, high analytical accuracy is achieved when 
the distribution of gender categories (% of a population in 
each gender category) in a dataset matches the gender 
distribution of the measured population.

Data breach
Refers to an incident where sensitive data or confidential 
information is stolen or otherwise accessed without the 
authorization of the system’s owner.

For example, the physical theft of a hard drive containing 
users’ personal information or a ransomware cyberattack 
that prevents a company from accessing its own customer 
data unless a ransom is paid are both considered data 
breaches.

Datafication
Refers to the conversion of various aspects of human life 
into quantitative data which then allows for quantitative 
analysis of social and individual behaviors.

For example, peoples’ communication, images, and speech 
are all converted into data points via various technological 
platforms by messaging platforms (e.g., text from 
conversations), social media sites (e.g., text- and image-
based posts), and digital assistants (e.g., audio recordings 
of voice commands given to the device), respectively.

Data misrepresentation
Refers to instances when the demographic categories 
applied in a dataset do not adequately or accurately 
represent the identity of the individual being counted.

For example, if a survey only provides the options to 
select “man” or “woman,” an individual who identifies as 
gender non-binary (as neither a woman or a man) will be 
represented inaccurately in the dataset. 

Data re-identification or de-anonymization
Refers to situations where the identity of a person or 
organization is discoverable even though the individual or 
organization’s name is not available or purposely removed, 
typically by matching the anonymized dataset with publicly 
available data or auxiliary data.

For example, an anonymized dataset containing private 
health information can be re-identified if the identification 
number used to distinguish individuals from one another 
is their social security number and a separate list with the 
individuals’ names and social security number is used.

Demographic inference
Refers to a set of techniques used by data analysts to 
fill in, as accurately as possible, missing or unidentified 
demographic traits by analyzing other available data. 

For example, an individual’s name can be used to guess 
their gender identity by analyzing how often that name 
is associated with individuals who identify as a woman 
versus how often it is associated with individuals who 
identify as a man.

Disparate impact  
(and adverse impact and the 80% rule)
Refers to the often-used legal interpretation of “fairness” 
where the emphasis is on determining whether one group 
experiences different outcomes or treatment (unfair), 
including when differences emerge unintentionally. 

Adverse impact specifically refers to instances of disparate 
impact when a group disproportionately (with greater 
frequency or intensity) experiences a negative outcome or 
treatment. 

The “80% rule” refers to one specific, and simple, way to 
“test” for instances of adverse impact, originally designed 
by the State of California Fair Employment Practice 
Commission, by calculating whether the selection rate for 
a minority group (the group with the lowest selection rate) 
is less than 80% of the rate for the group with the highest 
selection rate (typically the majority group).

APPENDIX 4

Glossary 
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Federated statistics or federated learning
Refers to an approach of user data analysis that does not 
transfer data from individual devices to a central server 
for analysis, but instead runs local computation on the 
individual devices and sends the results to a central server 
where composite results are made available. Federated 
learning most often refers to an approach used to train 
machine learning models on individual devices, while 
federated statistics most often refers to basic statistical 
analysis conducted on individual devices.

Knowledgeable consent
Refers to a form of consent (permission for something to 
happen) where individuals fully understand the scope and 
implications of their participation (including disclosure of 
their information) and have the ability to refuse or withdraw 
their participation at any time.

For example, a person is able to provide knowledgeable 
consent for the use of their blood sample in a scientific 
experiment because the individual understands the various 
instances when their sample may be used — and what 
may happen due to the use of their sample — and is given 
frequent opportunities throughout the entire duration 
(when their sample is in possession of the scientists 
conducting the experiment) to withdraw their sample from 
use.

Model poisoning attack
Refers to a vulnerability of federated learning (due its 
distributed nature) where the model (or data analysis) 
being trained through federated learning is attacked 
through the insertion of “bad” (inaccurate or irrelevant) 
data into an AI model’s training dataset, leading the 
algorithmic model to complete unintended learning and 
creating undesirable variability in the model’s outputs. 

Secure aggregation
Refers to a cryptographic protocol (a system of rules 
related to how should be structured and represented and 
how algorithms should be used specifically to prevent 
third parties from accessing or revealing information) 
that securely computes the aggregation (analysis or 
compilation) of its inputs in such a way that the inputs are 
kept hidden and the central server where the aggregation 
takes place or is stored cannot learn the value of the 
individual inputs.

Secure multi-party computation
Refers to a technique designed to cryptographically protect 
information by allowing multiple, distinct parties — each 
holding their own private data — to conduct a collaborative 
computation (combine and analyze information together) 
without revealing the specific details or value of that data 
to the other parties, thereby protecting the privacy of the 
data while not endangering the security of the data.

Sociotechnical
Refers to an approach in which social structures and 
technical systems are understood to co-inform one another. 
Assessing just technical components of a system obscures 
the human components that are embedded within them, 
thereby misrepresenting the consequences and impacts of 
the system. 

For example, a sociotechnical analysis of an algorithmic 
system would include assessment of the various social 
components influencing the design, production, and 
deployment of the system as well as the social impacts of 
the system.

Statistical minority
Refers to a group within a society that is smaller in size 
(fewer number of people) than another group. In the case 
of demographic groups, this may overlap with social 
minorities, which are defined as groups that experience 
systematic discrimination, prejudice, and harm on the 
basis of a demographic trait.

For example, people who identify as transgender (someone 
whose gender identity differs from the one that is typically 
associated with the sex assigned at birth) is a social 
minority in the US due to the discrimination and harm 
experienced and a statistical minority due to the relatively 
smaller size of the population compared to people who 
identify as cisgender (someone whose gender identity 
corresponds with the sex assigned at birth). On the other 
hand, women are considered a social minority due to the 
systematic discrimination the group experiences but are 
not currently a statistical minority.

Statistical parity
Refers to a commonly used definition of fairness in 
machine learning related to the legal doctrine of “disparate 
impact” where a model is considered to be operating fairly 
if each group is expected to have the same probability of 
experiencing the positive, favorable outcome.

For example, statistical parity in a machine learning model 
used to recommend promotions at a workplace would 
require that men and women in the dataset have the same 
likelihood of receiving a recommendation for promotion.

Surveillance infrastructure
Refers to data-driven tools embedded in the built and/
or digital environment that allow for the monitoring of 
individual behaviors and actions. 

Surveillance infrastructure can include tools like traffic 
light cameras or wearable devices. Due to systematic 
inequalities like racism and xenophobia which consider 
specific groups of people as more dangerous or socially 
deviant (and therefore require constant monitoring), 
marginalized communities are often disproportionately 
subject to surveillance infrastructure.
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APPENDIX 5

Detailed Summary of Challenges & Risks Associated with  
Demographic Data Collection & Analysis

APPENDIX TABLE 2: Challenges and Risks Associated With Demographic Data Collection and Analysis

Challenge or Risk Definition Example

ORGANIZATIONAL CONCERNS

Organizational priorities Fairness analyses and interventions often 
do not support, or may even conflict, 
with key performance indicators used to 
evaluate employee performance

Adequate (or additional) data collection 
may be considered too costly to be 
financially justifiable for an organization 
whose primary concern is to reduce 
development and production costs as 
much as possible to maximize overall 
profitability private-sector company

Public relations risk Efforts to collect demographic data could 
lead to public suspicion and distrust

Due to increasing public scrutiny of data 
misuse by organizations, the public is 
skeptical of any reason given to justify 
the collection of additional user data and 
looks for any indication (whether real or 
imagined) of data misuse

Discomfort (or lack of expertise) 
with identifying appropriate 
demographic groups

The lack of standardized approaches to 
choosing salient demographic categories 
and subcategories leads to inaction

Companies are hesitant to define 
demographic categories in collection 
efforts at risk of public criticism so often 
turn to outdated governmental standards, 
like binary gender categories

LEGAL BARRIERS

Anti-discrimination laws In key protected domains, such as finance 
and healthcare, collection of demographic 
data may conflict with anti-discrimination 
laws

Companies selling credit-based products, 
for example, are barred from collecting 
demographic data in most instances 
but are still held to anti-discrimination 
standards, making robust fairness 
assessments difficult

Privacy policies Increasingly protective privacy regulation 
has empowered privacy and legal teams to 
err on the side of caution when it comes to 
data sensitivity

The GDPR designation of race as a 
“special” demographic category that 
requires companies meet a high set of 
standards in order to justify collection may 
dissuade companies from gathering this 
information 

SOCIAL RISKS TO INDIVIDUALS

Unique privacy risks associated 
with the sharing of sensitive 
attributes likely to be the target of 
fairness analysis

As attributes such as race, ethnicity, 
country of birth, gender, and sexuality are 
usually consequential aspects of one’s 
identity, collecting and usage of this data 
presents key privacy risks

Usage of demographic information can 
allow for harmful consequences such 
as political ad targeting of marginalized 
groups, leading to racial inequities in 
information access

https://theconversation.com/the-ugly-truth-tech-companies-are-tracking-and-misusing-our-data-and-theres-little-we-can-do-127444
https://arxiv.org/pdf/2011.02282.pdf
https://www.consumerfinance.gov/fair-lending/
https://www.gdpreu.org/the-regulation/key-concepts/special-categories-personal-data/
https://www.washingtonpost.com/technology/2020/08/26/race-divisions-highlighted-disinformation-2016/
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Possible harms stemming 
from miscategorizing and 
misrepresenting individuals in the 
data collection process

Individual misrepresentation can lead to 
discrimination and disparate impacts

Algorithmically inferred racial category 
collection practices can further entrench 
pseudoscientific practices which assume 
invisible aspects of one’s identity 
from visible characteristics, such as 
physiognomy

Use of sensitive data beyond data 
subjects’ expectations

Use of demographic information beyond 
initial intent not only breaks consent 
of data subjects but can also lead to 
unintended harmful consequences

The US government developed the Prisoner 
Assessment Tool Targeting Estimated 
Risk and Needs to provide guidance on 
recidivism reduction programming but 
was then repurposed to inform inmate 
transfers, leading to racially disparate 
outcomes

SOCIAL RISKS TO COMMUNITIES

Expansion of surveillance 
infrastructure in the name of 
fairness

Marginalized communities are often 
subjected to invasive, cumbersome, and 
experimental data collection methods, 
which can be further exacerbated 
by fairness assessments. Expanded 
surveillance can constrain agency and 
result in exploitation for these groups.

Data collected from marginalized 
communities is often used against them, 
such as in predictive policing technology 
and other law enforcement surveillance 
tactics

Misrepresenting and 
mischaracterizing what it means to 
be part of a demographic group or 
to hold a certain identity

Incorrectly assigned demographic 
categories can reinforce harmful 
stereotypes, naturalize schemas of 
categorization, and cause other forms of 
“administrative violence”

This can occur because the range 
of demographic categories is too 
narrow, such as leaving out options for 
“non-binary” or “gender-fluid” in the case 
of gender, leading to undercounting of 
gender non-conforming individuals

Data subjects ceding the ability 
to define for themselves what 
constitutes biased or unfair 
treatment

When companies leading the data 
collection effort alone define unfairness, 
with no input from marginalized groups, 
key instances of discrimination can 
be missed and the status quo can be 
reinforced

Strictly formalized definitions of fairness 
measurement can lead to ineffective 
and even harmful fairness interventions 
because they ignore the socio-historical 
conditions that lead to inequities

https://doi.org/10.1145
https://blogs.scientificamerican.com/observations/can-we-read-a-persons-character-from-facial-images/
https://www.npr.org/2022/01/26/1075509175/justice-department-algorithm-first-step-act
https://epic.org/issues/democracy-free-speech/privacy-and-racial-justice/
https://epic.org/issues/democracy-free-speech/privacy-and-racial-justice/
https://doi.org/10.1515%20/9780822374794
https://www.houstonpublicmedia.org/articles/lgbtq/2023/08/24/460481/u-s-census-and-other-surveys-likely-undercount-the-number-of-lgbtq-people-living-in-texas/
https://www.wired.com/story/bias-statistics-artificial-intelligence-healthcare/
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