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Chapter 1: Project Overview 

1.1 Statement of Importance for ABOUT ML project 

As machine learning (ML) becomes central to many decision-making processes - 
including high stakes decisions in criminal justice and banking - the organizations deploying 
such automated decision-making systems face increased pressure for transparency on how 
these decisions are made. Annotation and Benchmarking on Understanding and Transparency 
of Machine learning Lifecycles (ABOUT ML) is a project of the Partnership on AI (PAI) working 
towards establishing new norms on transparency via documentation by evaluating best 
practices throughout the ML system lifecycle from design to deployment.  
 

Presently, there is neither consensus on which practices work best nor on what 
information needs to be disclosed and for which goals. Moreover, the definition of 
transparency itself is highly contextual. Because there is currently no standardized process 
across the industry, each team that wants to improve transparency in their ML systems must 
address  the entire suite of questions about what transparency means for their team, product, 
and organization, given their specific goals and constraints. Our goal is to provide a head start 
to that process of exploration. We will offer a summary of recommendations and practices that 
is mindful of the variance in transparency expectations and outcomes. We hope to provide an 
adaptive resource to highlight common themes about transparency, rather than a rigid list of 
requirements. This should serve to guide teams to identify and address context-specific 
challenges. 

 
While substantial decentralized experimentation is currently taking place,  the ABOUT 1

ML project aims to accelerate progress by pooling insights more quickly, sharing resources, 
and reducing redundancy of efforts. PAI aims to provide a gathering place for researchers, AI 
practitioners, civil society organizations, and especially those affected by AI products to 
discuss, debate, and ultimately decide on broadly applicable recommendations. ABOUT ML 
thus seeks to bring together representatives from a wide range of relevant stakeholders to 
improve public discussion, and promulgate best practices into new industry norms that will 
reflect diverse interests and chart a path forward for greater transparency in ML. We encourage 
any organization undertaking transparency initiatives to share their practices and lessons 
learned to PAI for incorporation into future versions of this document.  

 
This is an ongoing project with regular evaluation points to keep up with the rapidly 

evolving field of AI.  PAI has a broad partnership of over a hundred organizations, including 
corporate developers of AI, civil society organizations, and academic institutions, that will be 
involved in the drafting and vetting of documentation themes recommended in this document. 
In addition, PAI will be engaging with the Tech Policy Lab at the University of Washington to 

1Holstein, K., Vaughan, J.W., Daumé, H., Dudík, M., & Wallach, H.M. (2018). Improving Fairness in 
Machine Learning Systems: What Do Industry Practitioners Need? CHI. 

 



 

run a Diverse Voices  panel to gather opinions from stakeholders whose perspectives might not 2

otherwise be captured. Through this process, PAI will also seek to gain deeper insights into the 
Diverse Voices process in order to inform the ABOUT ML recommendations on how to 
incorporate the perspectives of diverse stakeholders.  

 
We will begin by highlighting recurrent themes in ML research about documentation, 

but our ambitious aim is to identify all practices that have sufficient positive data of efficacy to 
be deemed best practices in ML transparency. PAI will then aim to disseminate these best 
practices broadly into new norms to improve transparency in the AI industry. 
 
 
1.1.1 About this document 
 

Given the growing influence of AI transparency research at a global scale, leveraging 
PAI’s position as a multi-stakeholder organization to amalgamate key contributions across 
separate partner initiatives will serve to organize and advocate for the underlying themes of 
current ML system documentation proposals. Initiatives like ABOUT ML that offer guidance on 
ML documentation will give companies a head start on a path of overseeing, auditing, and 
monitoring ML technologies, contributing to the key business goal of earning and keeping trust 
from consumers and policymakers. 
 

The focus in this version 0 draft is on extracting major themes from recent research on 
recommendations for transparency documentation. Future versions will merge existing 
practices with insights from research, formalize best practices through an investigation into 
attempts to implement recommendations, and set new industry norms for documentation in 
ML lifecycles. Future drafts may also include commentary on other enablers of ML 
transparency, such mechanisms to adjust team and institutional settings, model interpretability 
tools, test suites and modified evaluation procedures, and more detail on necessary feedback 
loops for transparency. See below section “ABOUT ML project process overview” for further 
detail. 

2Young, M., Magassa, L. and Friedman, B. (2019) Toward inclusive tech policy design: a method for 
underrepresented voices to strengthen tech policy documents. ​Ethics and Information Technology​ 21(2), 
89-103. 

 



 

1.1.2 ABOUT ML project process and timeline overview 

 
Figure 1.1 : ABOUT ML project process details  
 

PAI is launching the ABOUT ML iterative multistakeholder process with this initial draft 
v0 in order to initiate a broader community discussion. The goal is to update this draft into 
future releases and move towards best practices by going through the following phases: 

 
● Phase 1 : Understand the latest research (project is currently here) 
● Phase 2 : Understand current practice 
● Phase 3 : Combine research theory and results of current practice into testable pilots 
● Phase 4 : Run pilot tests with PAI Partners and organizations 
● Phase 5 : Collect data from pilot tests for transparency practices 
● Phase 6 : Iterate on pilots with the latest research and practice 
● Phase 7 : When there is sufficient body of evidence for a certain practice, elevate it to a 

best practice 
● Phase 8 : Promulgate effective practices to establish new industry norms for 

transparency 
 

PAI recognizes that this effort can only succeed with input from as broad a set of 
stakeholders as possible, and will be seeking input not only from our 90+ partners, but also 
from stakeholders from academia, civil society organizations, companies designing and 
deploying ML technology, and the general public. We welcome your ​participation​. 
 

 

http://partnershiponai.org/aboutml#getinvolved


 

The process is modeled after iterative ongoing processes to design internet standards 
(such as ​W3C , ​IETF , and ​WHATWG ) and includes a public ​forum for discussion​ and a place to 3 4 5

submit any proposed changes. We welcome you to join in the public discussion and to submit 
proposed changes as many times as desired. 
 

Public comments will be collected and batch evaluated by the ​ABOUT ML Steering 
Committee​, a group of ~30 experts, researchers and practitioners recruited from a diverse set 
of PAI Partner organizations. The Steering Committee will guide the process of updating 
ABOUT ML drafts based on the public comments submitted and new developments in 
research and practice. They will vote to approve new releases by “rough consensus”  6

commonly used by other multi-stakeholder working groups. They will convene 1-3 times a year, 
depending on the volume of proposed changes and the velocity of change of research and 
practice.  
 

To prevent contributors from commenting on an out-of-date draft, the document will be 
closed to proposed changes for ~2-4 weeks prior to each Steering Committee meeting. This 
closure will be announced here with at least 2 weeks of notice. The first meeting of the 
Steering Committee will be on September 28th, 2019, so the v0 draft will be closed for 
comment from September 14th until the end of the update process. 
 

To ensure that diverse perspectives— especially those from communities historically 
excluded from technology decision-making—contribute to any ABOUT ML recommendations, 
PAI is engaging with our Partner, the Tech Policy Lab at the University of Washington to 
conduct ​Diverse Voices​ panels. This method was designed to gather feedback from 7

stakeholders whose perspectives might not otherwise be consulted and to ensure that those 
perspectives are reflected in the released text. Thus, for any ABOUT ML releases that go 
through the Diverse Voices process, the panel feedback will be the last edits incorporated 
before a new release. This also means that each round of Diverse Voices panels will cause 
public comment on the document to be closed for several months, although the ​public forum 
will remain open for discussion during that time. Public comment on the document itself will 
re-open with the new release of the draft. The first round of Diverse Voices panels for ABOUT 
ML will be held between October and December 2019.​ ​Thus, draft v0 will be closed from 
September 14th, 2019 until early 2020, and will reopen upon the release of draft v1 in early 
2020. Additional panels will be convened approximately once a year, especially for milestone 
releases when the ABOUT ML project progresses through the phases outlined above. 
 

3 World Wide Web Consortium Process Document (W3C) process outlined here: 
https://www.w3.org/2019/Process-20190301/  
4 Internet Engineering Task Force (IETF) process outlined here: ​https://www.ietf.org/standards/process/ 
5 The Web Hypertext Application Technology Working Group (WHATWG) process outlined here: 
https://whatwg.org/faq#process 
6 Oever, N., Moriarty, K. The Tao of IETF: A novice's guide to the Internet Engineering Task Force.  
   ​https://www.ietf.org/about/participate/tao/​. 
7 ​Young, M., Magassa, L. and Friedman, B. (2019) Toward inclusive tech policy design: a method for 
underrepresented voices to strengthen tech policy documents. ​Ethics and Information Technology​ 21(2), 
89-103. 

 

https://www.w3.org/2019/Process-20190301/
https://www.ietf.org/standards/process/
https://whatwg.org/faq#process
https://groups.google.com/a/partnershiponai.org/forum/#!forum/aboutml
http://partnershiponai.org/aboutml#steeringco
http://partnershiponai.org/aboutml#steeringco
https://techpolicylab.uw.edu/project/diverse-voices/
https://groups.google.com/a/partnershiponai.org/forum/#!forum/aboutml
https://www.w3.org/2019/Process-20190301/
https://www.ietf.org/standards/process/
https://whatwg.org/faq#process
https://www.ietf.org/about/participate/tao/


 

 
Figure 1.2: ABOUT ML project timeline details 

   

 



 

Chapter 2: Current Recommendations on Documentation for 
Transparency in the ML Lifecycle 

2.1 Demand for Transparency in ML Systems  
 

Transparency requires that the goals, origins, and form of a system be made clear and 
explicit to users, practitioners, and other impacted stakeholders seeking to understand the 
scope and limits of its appropriate use. This is especially challenging in the context of ML 
systems, where models can encode complex and unintuitive relationships between inputs and 
outputs, making it challenging to naturally infer the details of what guided the process leading 
to a particular outcome.  

 
As a result, many organizations include transparency as a core value in their statements 

of AI principles. Such statements can be an important first step  toward making transparency a 8

focus of everyone contributing to ML development. Declared AI principles of course need to 
be translated into organizational processes and practical requirements for product decisions in 
order to become actualized. That translation is hard work and relies on building an institution 
with the systems and processes that can enact the principles put forth. 

 
For instance, AI principles released by Google, IBM, Microsoft, and IEEE all include 

transparency clauses.  IEEE specifies that having AI systems “operate in a transparent manner” 9

was a main goal of their release of their “Ethically Aligned Design” recommendations. 
Microsoft also names transparency as a core value, saying “AI systems should be 
understandable.” IBM centers their entire principles statement on “Trust and Transparency” 
and Google, although not explicitly using the term transparency, states that “We will design AI 
systems that provide appropriate opportunities for feedback, relevant explanations, and 
appeal. Our AI technologies will be subject to appropriate human direction and control.” 

 
Broader studies analyzing the full scope of AI principle statements including those from 

governments, NGOs, academia and industry further reveal a focus on transparency - of 50 AI 

8 Friedman, B, Kahn, Peter H., and Borning, A., (2008) Value sensitive design and information systems. In  
Kenneth Einar Himma and Herman T. Tavani (Eds.) ​The Handbook of Information and Computer Ethics​., 
(pp. 70-100)  John Wiley & Sons, Inc. 
http://jgustilo.pbworks.com/f/the-handbook-of-information-and-computer-ethics.pdf#page=104​; 
Davis, J., and P. Nathan, L. (2015). Value sensitive design: applications, adaptations, and critiques. 
Handbook of Ethics, Values, and Technological Design: Sources, Theory, Values and Application 
Domains.​ (pp. 11-40) DOI: 10.1007/978-94-007-6970-0_3.  
https://www.researchgate.net/publication/283744306_Value_Sensitive_Design_Applications_Adaptation
s_and_Critiques​; ​Borning, A. and Muller, M. (2012). Next steps for value sensitive design. In ​Proceedings 
of the SIGCHI Conference on Human Factors in Computing Systems​ (CHI '12). (pp 1125-1134) DOI: 
https://doi.org/10.1145/2207676.2208560​ ​https://dl.acm.org/citation.cfm?id=2208560 
9 ​Pichai, S., (2018).​ AI at Google: our principles. ​The Keyword. 
https://www.blog.google/technology/ai/ai-principles/​;  IBM’s Principles for Trust and Transparency. ​IBM 
Policy. ​ ​https://www.ibm.com/blogs/policy/trust-principles/​; Microsoft AI principles. ​Microsoft. 
https://www.microsoft.com/en-us/ai/our-approach-to-ai​; Ethically Aligned Design – Version II. ​IEEE. 
https://standards.ieee.org/content/dam/ieee-standards/standards/web/documents/other/ead_v2.pdf 

 

http://jgustilo.pbworks.com/f/the-handbook-of-information-and-computer-ethics.pdf#page=104
https://www.researchgate.net/publication/283744306_Value_Sensitive_Design_Applications_Adaptations_and_Critiques
https://www.researchgate.net/publication/283744306_Value_Sensitive_Design_Applications_Adaptations_and_Critiques
https://dl.acm.org/citation.cfm?id=2208560
https://www.blog.google/technology/ai/ai-principles/
https://www.ibm.com/blogs/policy/trust-principles/
https://www.microsoft.com/en-us/ai/our-approach-to-ai
https://standards.ieee.org/content/dam/ieee-standards/standards/web/documents/other/ead_v2.pdf


 

principle statements documented through the Linking AI Principles (LAIP) project,  94% (47) 10

explicitly mention transparency. Similarly, 87% and 88% of principle statements surveyed in two 
other concurrent studies  reference “transparency.” In fact, transparency is often highlighted 1112

as the most frequently occurring principle in these survey studies, and has been named "the 
most prevalent principle in the current literature.”  13

 
However, the challenge of translating the high-level ethical ideal of transparency into 

concrete engineering processes and requirements has been repeatedly referenced as a major 
challenge in terms of making the assertion of the value’s importance, and translating that ideal 
into real world impact.  Although study after study confirms that meaningful progress cannot 14

be made until ethical ideals are operationalized,  the inconsistency with which high level 15

principles such as transparency are interpreted across different contexts, organizations and 
even teams makes it difficult to design consistent practical interventions. The lack of practical 
theory around these ethical ideals also serves as a roadblock to facilitating outside auditing 
from interested parties looking to hold AI system developers accountable , and can impede or 16

slow down the responsible deployment of these models. 

2.2 Transparency Through Documentation  

One simple and accessible approach to increasing transparency in ML lifecycles is through an 
improvement in both internal and external documentation norms. For an increasingly 
concerned public or auditing organization, externally distributed and thorough documentation 
on ML system components is essential to earning and maintaining trust, and minimizing the 
misuse of these systems. External documentation and reporting requirements can also provide 
teams with an argument for more resourcing to implement transparency processes. Internal 
documentation is also vital, serving to improve communication between collaborating teams. 

10 Zeng, Y., Lu, E., and Huangfu, C. (2018) Linking artificial intelligence principles. ​CoRR  
https://arxiv.org/abs/1812.04814​.   
11   ​Jessica Fjeld, Hannah Hilligoss, Nele Achten, Maia Levy Daniel, Sally Kagay, and Joshua Feldman, 
(2018). Principled artificial intelligence - a map of ethical and rights based approaches, ​Berkman Center 
for Internet and Society, ​https://ai-hr.cyber.harvard.edu/primp-viz.html 
12  ​Jobin, A., Ienca, M., & Vayena, E. (2019). Artificial Intelligence: the global landscape of ethics 
guidelines. ​arXiv preprint arXiv:1906.11668​.​  ​https://arxiv.org/pdf/1906.11668.pdf   
13 ​Jobin, A., Ienca, M., & Vayena, E. (2019). Artificial Intelligence: the global landscape of ethics 
guidelines. ​arXiv preprint arXiv:1906.11668​.  ​ ​https://arxiv.org/pdf/1906.11668.pdf   
14 ​Whittlestone, J., Nyrup, R., Alexandrova, A., & Cave, S. (2019, January). The Role and Limits of 
Principles in AI Ethics: Towards a Focus on Tensions. In ​Proceedings of the AAAI/ACM Conference on AI 
Ethics and Society, Honolulu, HI, USA​ (pp. 27-28). 
http://www.aies-conference.com/wp-content/papers/main/AIES-19_paper_188.pdf​;  
Mittelstadt, B. (2019). AI Ethics–Too Principled to Fail? 
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3391293 
15 ​Greene, D., Hoffmann, A. L., & Stark, L. (2019, January). Better, nicer, clearer, fairer: A critical 
assessment of the movement for ethical artificial intelligence and machine learning. In ​Proceedings of 
the 52nd Hawaii International Conference on System Sciences​. 
https://scholarspace.manoa.hawaii.edu/handle/10125/59651 
16 ​Raji, I. D., & Buolamwini, J. (2019). Actionable auditing: Investigating the impact of publicly naming biased 
performance results of commercial ai products. In ​AAAI/ACM Conf. on AI Ethics and Society ​ (Vol. 1). 
https://www.media.mit.edu/publications/actionable-auditing-investigating-the-impact-of-publicly-naming-biased-per
formance-results-of-commercial-ai-products/  

 

https://arxiv.org/abs/1812.04814
https://ai-hr.cyber.harvard.edu/primp-viz.html
https://arxiv.org/pdf/1906.11668.pdf
https://arxiv.org/pdf/1906.11668.pdf
http://www.aies-conference.com/wp-content/papers/main/AIES-19_paper_188.pdf
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3391293
https://scholarspace.manoa.hawaii.edu/handle/10125/59651
https://www.media.mit.edu/publications/actionable-auditing-investigating-the-impact-of-publicly-naming-biased-performance-results-of-commercial-ai-products/
https://www.media.mit.edu/publications/actionable-auditing-investigating-the-impact-of-publicly-naming-biased-performance-results-of-commercial-ai-products/


 

Internal documents also help build employee trust by outlining the nature of an individual or 
team’s contribution to an overall system, giving opportunity for ethical objections and a more 
meaningful understanding of the extent of their personal participation in the creation of an end 
product. Beyond the artifact itself, however, the process of documentation itself is inherently 
valuable towards the goal of transparency, prompting critical thinking about the ethical 
implications at every step in the ML lifecycle and encouraging the steps required to understand 
and report a complete picture on system capabilities, limitations, and risks. 

 
As a result, the overall process an organization needs to follow, and deep dives into the 
specific transparency documentation questions to address with regards to the ML system are 
currently among the more well-researched topics in the transparency space. Organizations 
(including many PAI Partners) have begun to implement recommendations from those 
publications, and such work is beginning to influence procurement processes and regulatory 
documentation requirements by governments.  PAI’s ABOUT ML effort aims to synthesize this 17

research and learnings from previous transparency initiatives into best practices and new norms 
for documentation on ML lifecycles. 
 
Documentation for transparency is both an artifact (in this case, a document with details about 
the ML system, similar to a nutrition label on food) and a process (in this case, a series of steps 
people follow  in order to create the document). Both of these interpretations are at the core of 
the initial effort of the ABOUT ML initiative, which focuses on developing documentation to 
clarify the details of specific ML systems, for the sake of improving the transparency of that 
system. Note that this differs from the goals of other documentation proposals, which aim to 
set legally binding restrictions,  set declarative value statements,  or propose guidelines on 18 19

systems-level ethical restrictions of use in a more general sense, and beyond the scope of 
model development and deployment decisions.   20

2.2.1 Documentation as a Process in the ML Lifecycle 
 

Documentation for ML lifecycles is not simply about disclosing a list of characteristics 
about the data sets and mathematical models within an ML system, but rather an entire process 
that an organization needs to incorporate throughout the design, development, and 

17 ​Algorithmic Impact Assessment (2019) ​Government of Canada 
https://www.canada.ca/en/government/system/digital-government/modern-emerging-technologies/resp
onsible-use-ai/algorithmic-impact-assessment.html 
18 ​Benjamin, M., Gagnon, P., Rostamzadeh, N., Pal, C., Bengio, Y., & Shee, A. (2019). Towards 
Standardization of Data Licenses: The Montreal Data License. ​arXiv preprint arXiv:1903.12262​. 
https://arxiv.org/abs/1903.12262​; Responsible AI Licenses v0.1. ​RAIL: Responsible AI Licenses. 
https://www.licenses.ai/ai-licenses 
19 ​See Citation 5 
20 Safe Face Pledge.​ ​https://www.safefacepledge.org/​; Montreal Declaration on Responsible AI. 
Universite de Montreal.​ ​https://www.montrealdeclaration-responsibleai.com/​; The Toronto Declaration: 
Protecting the right to equality and non-discrimination in machine learning systems. (2018). Amnesty 
International and Access Now. 
https://www.accessnow.org/cms/assets/uploads/2018/08/The-Toronto-Declaration_ENG_08-2018.pdf​ ; 
Dagsthul Declaration on the application of machine learning and artificial intelligence for social good. 
https://www.dagstuhl.de/fileadmin/redaktion/Programm/Seminar/19082/Declaration/Declaration.pdf  

 

https://www.canada.ca/en/government/system/digital-government/modern-emerging-technologies/responsible-use-ai/algorithmic-impact-assessment.html
https://www.canada.ca/en/government/system/digital-government/modern-emerging-technologies/responsible-use-ai/algorithmic-impact-assessment.html
https://arxiv.org/abs/1903.12262
https://www.licenses.ai/ai-licenses
https://www.safefacepledge.org/
https://www.montrealdeclaration-responsibleai.com/
https://www.accessnow.org/cms/assets/uploads/2018/08/The-Toronto-Declaration_ENG_08-2018.pdf
https://www.dagstuhl.de/fileadmin/redaktion/Programm/Seminar/19082/Declaration/Declaration.pdf


 

deployment of the ML system being considered.  Incorporating transparency documentation 21

into the build process includes asking and answering questions about the impact of the ML 
system and provides an internal accountability mechanism via the documented answers which 
can be referenced at a later date. In order to be effective, this non-trivial process needs 
resourcing, executive sponsorship, and other forms of institutional support to become and 
remain a sustainable and integral part of every project.   22

 
This documentation process begins in the ​ML system design and set up​ stage, including 

system framing and high-level objective design. This involves​ contextualizing the motivation 
for system development​ and articulating the goals of the system in which this system is 
deployed, as well as providing a clear statement of team priorities and objectives throughout 
the system design process. After documenting the context in which the system is being 
developed and why it exists, the next step occurs during planning for the ML development 
pipeline by creating ​a detailed and well-documented overview of the components of the ML 
development​ pipeline​ - from the data used to train the system to the specifics of the system 
architecture and output characteristics. After system development comes system ​deployment​. 
Important considerations at this stage usually involve testing, and the exploration of various 
methods to evaluate a system’s effectiveness in achieving the stated goals of the system, while 
minimizing any undesirable side effects in the outcome, so transparent documentation would 
note all of these steps. And finally, even after deployment, ​system maintenance​ and monitoring 
systems provide a method to ensure the continued functionality of the system and maintain 
quality in system performance, so these steps should be included in any documentation 
process. Throughout these stages and after deployment, ​system feedback​ is key for 
incorporating the perspectives of those most impacted by the system’s deployment to ensure 
adherence to the system goals written down in the design and set up phase. Feedback also 
informs higher level iterations of the system objectives during the design phase. At the 
development phase, feedback can guide implementation. During deployment and afterwards, 
feedback continues to provide external information on whether the model system is operating 
as intended and can help teams to course correct as needed. Thus, how feedback was solicited 
and incorporated needs to be well documented throughout the ML lifecycle.  

21 ​Dobbe, R., Dean, S., Gilbert, T., & Kohli, N. (2018). A Broader View on Bias in Automated 
Decision-Making: Reflecting on Epistemology and Dynamics. ​https://arxiv.org/pdf/1807.00553.pdf 
22 ​Wagstaff, K. (2012). Machine learning that matters. ​https://arxiv.org/pdf/1206.4656.pdf​ ; ​Friedman, B., 
Kahn, P. H., Borning, A., & Huldtgren, A. (2013). Value sensitive design and information systems. In ​Early 
engagement and new technologies: Opening up the laboratory​ (pp. 55-95). Springer, Dordrecht. 
https://vsdesign.org/publications/pdf/non-scan-vsd-and-information-systems.pdf 

 

https://arxiv.org/pdf/1807.00553.pdf
https://arxiv.org/pdf/1206.4656.pdf
https://vsdesign.org/publications/pdf/non-scan-vsd-and-information-systems.pdf


 

 
Figure 2.1 Overview of ML system lifecycle  

2.2.2 Key Process Considerations for Documentation 
At each step of this workflow, transparency and documentation need to be an explicit 

part of the discussion. What follows is a summary of the steps involved in the process and an 
overview of the challenges involved at each stage. As mentioned in the previous section, these 
steps are not necessarily sequential, and considerations at each step may come into play 
repeatedly and at various points in the ML system lifecycle.  

 
1. System Feedback​:​ Every step of the ML lifecycle needs to consider multiple 

perspectives, ideally through actively including individuals representing different 
stakeholders in the conversations. Key stakeholders are both internal (e.g., 
different departments, like Policy, Legal, Operations, and Sales) and external 
(e.g., civil society organizations, academia, policymakers, and people impacted 
by the technology). ML systems often operate in technology that impacts 
historically and presently marginalized communities, whose viewpoints are rarely 
considered by technology developers​.​ A special effort should thus be made to 
consult those communities during each phase of model and system 
development in order  to prevent rolling out a product with unanticipated 
adverse effects. Documenting how feedback was collected and incorporated in 
throughout this process may serve as a reminder to complete this important 
step. 

2. System Design and Setup:​ Prior to developing a particular ML system, one must 
first design the context in which the model or models will be incorporated.  To 23

23 ​Dobbe, R., Dean, S., Gilbert, T., & Kohli, N. (2018). A Broader View on Bias in Automated 
Decision-Making: Reflecting on Epistemology and Dynamics.​ ​https://arxiv.org/pdf/1807.00553.pdf 

 

https://arxiv.org/pdf/1807.00553.pdf


 

work towards incorporating transparency at this stage, teams and institutions 
must invest in the following: 

a. Investing in Transparency as a Design Value:​ This begins with ​aligning 
the team and institutional setting​ to adequately resource the 
transparency process. Depending on the organization, this may require 
conversations and executive buy-in at multiple levels or a simple 
commitment and adding this as a performance metric or objective and 
key result (OKR). Before transparency can be achieved in a project, it 
must first be agreed upon as a prioritized design value for the team and 
organization involved.  

b. Clarifying System Objectives:​ For this to be achieved, ​a clear-headed 
conversation about the ML product or system goals​ is required, including 
a detailed consideration of: 

i. how the specifications and requirements of the system serve the 
declared goals 

ii. what aspects are necessary versus optional 
iii. what risks or unacceptable use cases exist, and when might these 

be serious enough to halt the project 
iv. are there sensitive use cases and what limitations and oversight 

would be needed for those. 
Many teams are needed for this conversation, likely a combination of 
engineering, product, legal, business, operations, etc. In some cases, it is 
also important to bring in external perspectives like impacted parties to 
consult during this phase. 

3. System Development: ​Now that the system requirements and goals have been 
specified, the questions for transparency move towards the tactical for both 
datasets, models and the overall systems. This stage involves identifying which 
datasets will be constructed, which systems will be built, and how all of them will 
be connected. There are often complications at the system level that arise from 
connecting complex datasets, models, and systems which impact additional 
stakeholders. This is the time to reflect about those and have a dedicated 
meeting together to identify what might go wrong and mitigation strategies to 
build into the system ahead of time (also known as a premortem).  

a. Data Documentation:​ As a driving factor of system development, custom 
or task-specific datasets are created, collected or developed for different 
uses. It is thus important to outline explicitly the intent and limitations 
behind the datasets involved in the testing and training of mathematical 
models within the system, as well as to disclose any other information 
relevant to the wider use of this dataset. 

b. Model Documentation​: Model documentation involves a look at the 
characteristics of the intent behind the development of the model, and 
an account of decisions relevant to system reproducibility including 
algorithmic details and comments on the training process. 

c. System Documentation:​ System documentation discusses how datasets 
and mathematical models within the system are connected, what 
potential unforeseen complications may arise from those connections, 
how those complications are accounted for, and how the system will be 
used. This is the time to outline the ML requirements for the system and 

 



 

discuss the alignment of these requirements to the stated goals and 
design values of the system. 

4. System Deployment:​ Before releasing an ML system into the world, teams must 
ensure the system works as intended, consider risks from unintended uses - 
either via misuse or use in unintended contexts - and set forth a series of 
safeguards in place to minimize harm to those most affected by the ML system. 

a. System Testing:​ The selection of appropriate and fair evaluation criteria 
for measuring system behaviour and performance is an integral step in 
determining the effectiveness of an ML system. Making performance 
metrics and evaluation procedures clear and comprehensible will ensure 
an adequate understanding of the considerations involved before the 
decision to deploy the system or scale its use to a certain scope.  

5. System​ ​Maintenance: ​After an ML system is released, it needs to be monitored 
and maintained to ensure expected performance and to check that all 
safeguards are working correctly. Documenting the planned and implemented 
monitoring process includes who does the monitoring and maintenance, what 
monitoring systems are in place, how they operate, and update and release 
timelines or trigger events. 

 
Note that much of the process outlined above can take place before a single line of 

code is written. As the data is collected and the systems are built, there will likely be an 
iterative loop through some of these steps. For the best transparency results from 
documentation, answering an initial set of questions should take place before any product or 
feature is built. While certain detailed sections in the datasets and system phases may not be 
possible to answer before the datasets are collected or the systems are built, documentation 
must be built into the entire ML lifecycle from start to finish and cannot simply be added at the 
end.  

2.3 Research Themes on Documentation for Transparency  
 

There is substantial existing research on documentation for each of the steps outlined 
above. The following section provides a brief review of key insights from the current literature 
on 3 of the steps: System Design and Set up, System Development, and System Deployment. 

2.3.1 System Design and Set up 
 

Minimizing harm resulting from ML systems is a major theme in recent transparency 
research. Adverse impacts can result from intended and unintended misuse, which can result 
from applying an ML system in a context it was not designed for or using the system for a 
purpose it was not built for among other possibilities. Transparent documentation, especially 
about the system design and set up phase about how and why an ML system was built as well 
as inappropriate use contexts, reduces misuse by empowering builders, users, activists, 
policymakers and other stakeholders with the information necessary to call out intended and 
unintended misuse. Positive progress is happening through efforts such as the “Safe Face 

 



 

Pledge”  and the “Montreal Declaration on Responsible AI,”  which improve the design and 24 25

set up of an ML system by outlining dangerous use cases for the deployment of AI services in 
sensitive contexts and gaining public commitment against AI misuse from corporations through 
a signed pledge. Additionally, funding grants that promote the use of “AI for Good” provide 
incentives for positive use cases of AI, particularly to address the needs of traditionally 
underserved populations.   26

Defining system feedback mechanisms from the outset is also essential for minimizing 
harm to the intended users and impacted non-users. Getting that feedback requires formalizing 
the inclusion of the perspectives of those most affected by the ML system, especially people 
from traditionally marginalized and underrepresented communities. Documenting feedback 
loops is a way to commit to the feedback process. The Diverse Voices method  from the Tech 27

Policy Lab at the University of Washington is one way organizations can address this issue. The 
process involves identifying communities that will be highly impacted by the technology being 
considered, prioritizing based on which communities are least likely to be consulted by the 
developers of the technology, convening a panel of experiential experts from that community, 
asking for their feedback in a structured panel, incorporating that feedback into the design 
documents, and finally confirming with the panelists that their perspectives have been 
accurately reflected. 

2.3.2 System Development 
 

A central theme of promoting greater transparency in system development is detailed 
reporting on defining characteristics and intended uses of the system. There are 
well-researched sets of documentation questions meant to prompt thoughtful reflection prior 
to building datasets as well as models, including for different types of applications like NLP,28

autonomous vehicles,  and other domains. These documentation templates are often 29

modeled on those used in other industries, such as safety data sheets from the electronics 
industry  or nutrition labels from the food industry.  These suggested templates vary widely in 30 31

24 Safe Face Pledge.​ ​https://www.safefacepledge.org/  
25 Montreal Declaration on Responsible AI. ​Universite de Montreal. 
https://www.montrealdeclaration-responsibleai.com/ 
26 AI for Good Challenge. Google.org. ​https://ai.google/social-good/impact-challenge/​; AI Impact 
Challenge. Microsoft. ​https://www.microsoft.com/en-us/ai/ai-idea-challenge  
27 Diverse Voices How To Guide. Tech Policy Lab, University of Washington. 
https://techpolicylab.uw.edu/project/diverse-voices/ 
28 ​Bender, E. M., & Friedman, B. (2018). Data statements for natural language processing: Toward 
mitigating system bias and enabling better science. ​Transactions of the Association for Computational 
Linguistics​, ​6​, 587-604. 
29 Ethically Aligned Design – Version II. IEEE. 
https://standards.ieee.org/content/dam/ieee-standards/standards/web/documents/other/ead_v2.pdf 
30 ​Gebru, T., Morgenstern, J., Vecchione, B., Vaughan, J. W., Wallach, H., Daumeé III, H., & Crawford, K. 
(2018). Datasheets for datasets. ​https://arxiv.org/abs/1803.09010 https://arxiv.org/abs/1803.09010​;  
Hazard Communication Standard: Safety Data Sheets. ​Occupational Safety and Health Administration, 
US Department of Labor. ​https://www.osha.gov/Publications/OSHA3514.html  
31 ​Holland, S., Hosny, A., Newman, S., Joseph, J., & Chmielinski, K. (2018). The dataset nutrition label: A 
framework to drive higher data quality standards. ​https://arxiv.org/abs/1805.03677​; Kelley, P. G., Bresee, 
J., Cranor, L. F., & Reeder, R. W. (2009). A nutrition label for privacy. In ​Proceedings of the 5th 
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length and appearance, ranging from a single concise page of succinct statements, symbols 
and visualizations to upwards of 10 pages of detailed prose and graphs. Whether the 
documentation is meant for internal or external consumption also impacts length and contents, 
as internal documentation can be more detailed and thus can be longer. 

A common focus across data-related templates is on clarifying why the dataset is being 
created and explicitly stating its intended use and limitations. Documentation questions across 
papers also consistently address the risks that arise at various stages of data creation and 
distribution, with the goal of encouraging practitioners to reflect on ethical concerns at every 
stage preceding data use and release. Some templates focus more on address specific risks 
like privacy. One goal for these templates is to create greater accountability as the ML project 
proceeds because team can refer back to initial goals to ensure ongoing consistency with their 
declared intentions.  

Model- and system-level documentation efforts have since emerged from this earlier 
work on data documentation, introducing questions more specific to overall model objectives. 
This includes commentary on design decisions, such as model architecture and reporting on 
fair performance metrics,  as well as general “purpose, performance, safety, security, and 32

provenance information to be completed by AI service providers for examination by 
consumers.”   33

In addition to reporting for collaborative knowledge and potential auditing, recent work 
has also suggested extending the role of documentation towards a legally binding contract 
similar to open software licenses.  Documentation could become a mechanism for restricting 34

use, particularly in high-risk or high-impact scenarios out of scope of the dataset’s suitable 
context. Although initial steps have begun on studying potential regulation of models and 
automation software,  most existing efforts focus on the promotion of best practices for model 35

development rather than legally binding documentation. These efforts focus on broad 
recommendations for best practices for responsible machine learning  and ethics  to guide 36 37

ML practitioners on ethical considerations as they prepare the model for training and 
deployment. These guidelines also include procedural guidance and suggestions specific to a 

Symposium on Usable Privacy and Security​ (p. 4). ACM. 
http://cups.cs.cmu.edu/soups/2009/proceedings/a4-kelley.pdf  
32 ​Mitchell, M., Wu, S., Zaldivar, A., Barnes, P., Vasserman, L., Hutchinson, B., ... & Gebru, T. (2019, 
January). Model cards for model reporting. In ​Proceedings of the Conference on Fairness, Accountability, 
and Transparency​ (pp. 220-229). ACM​. ​https://arxiv.org/abs/1810.03993  
33 ​Hind, M., Mehta, S., Mojsilovic, A., Nair, R., Ramamurthy, K. N., Olteanu, A., & Varshney, K. R. (2018). 
Increasing Trust in AI Services through Supplier's Declarations of Conformity. 
https://arxiv.org/abs/1808.07261  
34 ​Benjamin, M., Gagnon, P., Rostamzadeh, N., Pal, C., Bengio, Y., & Shee, A. (2019). Towards 
Standardization of Data Licenses: The Montreal Data License. ​https://arxiv.org/abs/1903.12262  
35 Cooper, D. M. (2013, April). A Licensing Approach to Regulation of Open Robotics. In Paper for 
presentation for We Robot: Getting down to business conference, Stanford Law School. 
36 Responsible AI Practices. Google AI. ​https://ai.google/education/responsible-ai-practices  
37 Everyday Ethics for Artificial Intelligence. (2019).  ​IBM. 
https://www.ibm.com/watson/assets/duo/pdf/everydayethics.pdf  
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particular use cases of concern, specifically facial recognition  and chatbots.  2.3.3 System 38 39

Deployment 
 

The goal of documentation for system deployment is to encourage teams to 
incorporate strategies to ensure the model achieves its stated objective while minimizing 
undesirable and unanticipated side effects. 

Several tools can accomplish this goal by testing for fairness and transparency. One of 
the early toolkits, FairTest, originated as part of the Unwarranted Associations framework in 
order to provide a practical tool for testing for unwanted and biased influences in a machine 
learning model.  As fairness definitions and the field evolved, more tools appeared to test a 40

model for its performance according to these metrics,  with many tools released as part of 41

corporate or open-source toolkits from Accenture,  IBM,  Facebook,  Google,  and 42 43 44 45

Microsoft. 
Although each of these toolkits remain grounded in statistical fairness definitions, some 

toolkits also emphasize the need for the qualitative assessment of these models to move 
towards fair evaluation practice. For instance, the What If Tool from Google heavily emphasizes 
enabling data visualizations to guide the practitioner's judgment on data diversity, and the 
Accenture toolkit involves a survey of high-level as well as detailed questions to consider 
before model deployment.  

2.4 Suggested Documentation Formatting 

The following is a more detailed discussion of documentation recommendations for specific ML 
lifecycle stages. In v0, these recommendations come from current research literature. Future 
versions will incorporate more feedback informed by current practices and pilots. 

   

38 ​Federal Trade Commission. (2012). Best Practices for Common Uses of Facial Recognition 
Technologies (Staff Report). ​Federal Trade Commission​, ​30​. 
https://www.ftc.gov/sites/default/files/documents/reports/facing-facts-best-practices-common-uses-facia
l-recognition-technologies/121022facialtechrpt.pdf  
39 ​Microsoft (2018). Responsible bots: 10 guidelines for developers of conversational AI. 
https://www.microsoft.com/en-us/research/uploads/prod/2018/11/Bot_Guidelines_Nov_2018.pdf  
40 Tramer, F., Atlidakis, V., Geambasu, R., Hsu, D., Hubaux, J. P., Humbert, M., ... & Lin, H. (2017, April). 
FairTest: Discovering unwarranted associations in data-driven applications. In 2017 IEEE European 
Symposium on Security and Privacy (EuroS&P) (pp. 401-416). IEEE. ​https://github.com/columbia/fairtest​, 
https://www.mhumbert.com/publications/eurosp17.pdf 
41 Julius Adebayo (2017). FairML: Auditing Black-Box Predictive Models. Fast Forward Labs whitepaper. 
https://github.com/adebayoj/fairml​ , ​https:/Introducing AI Fairness 
360/blog.fastforwardlabs.com/2017/03/09/fairml-auditing-black-box-predictive-models.html  
42 Kishore Durg (2018). Testing AI: Teach and Test to raise responsible AI. ​Accenture Technology Blog. 
https://www.accenture.com/us-en/insights/technology/testing-AI 
43 Kush R. Varshney (2018). Introducing AI Fairness 360.​ IBM Research Blog​. 
https://www.ibm.com/blogs/research/2018/09/ai-fairness-360/ 
44  Dave Gershgorn (2018). Facebook says it has a tool to detect bias in its artificial intelligence. ​Quartz​. 
https://qz.com/1268520/facebook-says-it-has-a-tool-to-detect-bias-in-its-artificial-intelligence/ 
45 James Wexler. (2018) The What-If Tool: Code-Free Probing of Machine Learning Models.​ Google AI 
Blog​. ​https://ai.googleblog.com/2018/09/the-what-if-tool-code-free-probing-of.html 
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2.4.1 Suggested Documentation Sections for Datasets 
 

A dataset is any collection of information. For this section, we specifically consider data 
that interfaces with the machine learning model. There are several types of datasets involved in 
a machine learning development lifecycle, all of which are important to document to offer the 
most complete understanding of an ML system. Datasets are used in different portions of the 
ML lifecycle to train, test, and validate the model (see sidebar for more info). Documentation 
on these different datasets varies greatly because they are used to accomplish different goals 
and may originate from different sources. 

Transparency efforts are often correlated with the level of human involvement in the 
dataset. While most data in the world today is related to humans at some level, the more 
human-centric the dataset, the more security and explanation is needed to address concerns 
about privacy and potential misuse of the information. Sometimes the human involvement is 
obvious, such as with Census data, but other times the line can be difficult to identify, like in 
the case of commercial flight arrival time data (people are on the flight and are affected by the 
flight’s timeliness). Thus, it is important for dataset authors to think carefully about how humans 
might be involved in the data, and how to protect and use that data responsibly. 

The recommended documentation sections for datasets are as follows and will be 
described in detail below:  

● Data Specification 
○ Motivation 

● Data Curation 
○ Composition 
○ Collection 
○ Data Cleaning 

● Data Integration 
○ Uses 
○ Distribution 
○ Maintenance 

2.4.1.1 Data Specification 

2.4.1.1.1 Motivation  
Documenting the motivation for producing a dataset provides a lever for accountability 

as the project proceeds, so that stakeholders can go back to the original intention for why the 
dataset was created and make sure the current trajectory tracks with the original goal, or to 
adjust accordingly. Moreover, sharing the original motivation openly can reduce the risk that 
the dataset will be repurposed for inappropriate uses down the line. 

 
Pros/Cons 

 Writing down the motivation captures the context for the data, which can help 
downstream users make better informed decisions about how to use it.  

One potential risk that businesses may see with documenting the motivation behind a 
dataset would be revealing too much information about their strategic goals for making the 
dataset.  

 

 



 

Sample Documentation Questions  
● For what purpose was the dataset created? ​(Gebru et al 2018) 
● Who created this dataset and on behalf of which entity? ​(Gebru et al 2018) 
● Who funded the creation of the dataset? ​(Gebru et al 2018) 
● Curation Rationale ( Bender ​and Friedman 2018) 

2.4.1.2 Data Curation   

2.4.1.2.1 Collection 
The process for how the data was collected should be well-documented for end users 

of the system as well as any collaborators contributing to the development of the overall ML 
system. When data is collected from human subjects, this should include information about the 
consent and notification process. For example, are the subjects aware of all the data being 
collected about them, and are they able to opt out? 

In addition, potential issues of sampling bias should be noted. For example, studies 
have found that certain minority communities are disproportionately targeted by police for 
arrest  which means that they are in effect being over-sampled in the data. As a result, arrest 46

data would over-represent these communities even if they have similar crime rates to other 
communities.  
 
Pros/Cons 

The benefits of these disclosures include helping users of the dataset assess potential 
issues of bias. In addition, greater transparency around the collection process and whether the 
proper consent was obtained can give people more assurance that their data privacy is 
respected. In addition, these disclosures can allow companies to indicate that they have 
complied with relevant data privacy laws. Companies that make this information available 
might see a reputational or competitive advantage, as consumers might prefer using products 
built with models where the underlying data collection process is known, as it provides some 
assurance of access to evidence to leverage in the case of needing to identify and legally 
persecute misused models or data. For a company, more detailed documentation could 
effectively act as a legal shield against thirst party misuse, demonstrating on their part due 
diligence with regards to clarifying intended context of use, and thus providing evidence for 
any violations of that declared intent. Finally, documenting the data collection process 
enhances replicability. 

Some potential negative effects of such disclosures, however, include possible legal, 
privacy, and intellectual property concerns depending on the level of granularity of the 
disclosures and whether any questionable practices were used for data collection. 
 
Sample Documentation Questions 

● What mechanisms or procedures were used to collect the data? How were these 
mechanisms or procedures validated? ​(Gebru et al 2018) 

● If the dataset is a sample from a larger set, what was the sampling strategy? ​(Gebru et 
al 2018) 

46 Lum, K., & Isaac, W. (2016). To predict and serve?. Significance, 13(5), 
14-19.​https://rss.onlinelibrary.wiley.com/doi/full/10.1111/j.1740-9713.2016.00960.x 

 

https://rss.onlinelibrary.wiley.com/doi/full/10.1111/j.1740-9713.2016.00960.x


 

● Who was involved in the data collection process and how were they compensated, if at 
all? ​(Gebru et al 2018) 

● Over what timeframe was the data collected? ​(Gebru et al 2018) 
● Both genre and topic influence the vocabulary and structural characteristics of texts 

(Biber, 1995), and should be specified. Think of the nature of data sources and how that 
may introduce some bias. ​ (Bender and Friedman 2018) 

2.4.1.2.2 Cleaning 
Although data cleaning can seem like a very straight-forward task, there is significant 

potential for bias to enter the dataset. Given that data cleaning often involves some degree of 
human labeling, disclosures should include information about the demographics of the labelers 
to help users gauge the potential for biased labeling or blindspots. There is both bias from the 
labelers themselves and bias from the choice of labels to include. For example, if sex is 
considered a binary variable, non-binary individuals are effectively unidentifiable in the data. 
Defining the taxonomy for the data is thus an important step in establishing the ground truth. 
In addition, ensuring inter-rater reliability is one important step to addressing the potential for 
bias from human labelers.  

 
Pros/Cons 

Benefits of such disclosures include replicability and clarifying potential biases. Model 
developers using the dataset can better understand what they can or cannot do with the data 
and any leaps in logic are more apparent. The transparency created by these disclosures can 
also encourage data collectors to ensure that their data labeling practices align with the 
original purposes they envisioned for the data.  

Some potential downsides include that there might be some privacy concerns for the 
labelers depending on how much information about them is disclosed. In addition, data 
cleaning and labeling can be a complex and multi-layered process, so accurately relaying the 
process can be difficult. Finally, there might be some concerns that making the process for 
labeling extremely transparent might make any thresholds in the labeling process less 
meaningful. For example, if it is revealed that the threshold between a high and low score on a 
desirable attribute is 60, individuals near the threshold might try to game the system in order 
to achieve a high score. This issue is an instance of the concept known as Goodhart’s Law and 
reflects the fact that once a measurement becomes a target, it may no longer be a useful 
measurement.  

 
Sample Questions 

● Was any preprocessing/cleaning/labeling of the data done? ​(Gebru et al 2018) 
● Was the “raw” data saved in addition to the preprocessed/cleaned/labeled data (e.g., 

to support unanticipated future uses)? ​(Gebru et al 2018) 
● Which data instances were filtered out of the raw dataset and why? What proportion of 

the “raw” dataset was filtered out during cleaning?  
● What are the demographic characteristics of the annotators and annotation guideline 

developers? ​(Gebru et al 2018) 

2.4.1.2.3 Composition  
It is vital to make it clear to users what is in the dataset. This reflects the 

operationalization of the motivation section above. In addition to a list of the label annotations 

 



 

and metadata in the dataset, it is important to include information about how representative 
the dataset is and the potential for sampling bias or other forms of bias. For example, in the 
context of natural language processing (NLP), it would be relevant to include information about 
whose worldview the data reflects, or the original language of the text.  In general, 47

background on the demographics reflected in the data can be useful for users to assess 
potential bias issues. 
 
Pros/Cons 

The benefits of making composition clear are that users can know what to expect from 
the dataset and how models trained on the data might perform in different domains. In 
disclosing composition, it is important for developers to refer back to their motivations for 
creating the dataset to ensure that the composition appropriately reflects those objectives. 

Depending on the granularity of the description of composition, privacy could be an 
issue. As a general rule, developers should distinguish between what information is appropriate 
to share to whom and be very careful of disclosing any metadata or labels that might make the 
dataset personally identifiable.  

When including information on the demographic composition of the data, developers 
should keep in mind that demographic taxonomies are not well-defined. Developers can look 
to the fields of sociology and psychology for existing standards, but should be aware that some 
taxonomies still be problematic in context. For example, a binary gender classification might 
not be appropriate.  In addition, it might not make sense to apply the American racial 48

construct in another context. 
Finally, there are still open research questions around the definition of 

“representativeness” in datasets. Representativeness depends on the context of the specific 
systems where the data is being used. Documentation should assist users with determining 
what the appropriate contexts are for use of the particular dataset. 
 
Sample Questions  

● What data does each instance consist of? (Gebru et al 2018) 
● Is there a label or target associated with each instance? (Gebru et al 2018) 
● Are there recommended data splits (e.g., training, development/validation, testing)? 

(Gebru et al 2018) 
● Are there any errors, sources of noise, or redundancies in the dataset? (Gebru et al 

2018) 
● Detail source, author contact information and version history (Holland et al 2019) 
● Ground truth correlations: linear correlations between a chosen variable in the dataset 

and variables from other datasets considered to be “ground truth”  (Holland et al 2019) 

47 ​Bender, E. M., & Friedman, B. (2018). Data statements for natural language processing: Toward 
mitigating system bias and enabling better science. ​Transactions of the Association for Computational 
Linguistics​, ​6​, 587-604.  
48 Katta Spiel, Oliver L. Haimson, and Danielle Lottridge. (2019). How to do better with gender on 
surveys: a guide for HCI researchers. ​Interactions. ​26, 4 (June 2019), 62-65. DOI: 
https://doi.org/10.1145/3338283  
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2.4.1.3 Data Integration 

2.4.1.3.1 Use 
Stating the intended uses of a dataset can be helpful for users to understand whether 

the dataset is appropriate for their projects. In particular, such disclosures should include 
information on how the composition of the dataset or way in which it was collected and 
cleaned might affect future uses. Links to existing literature that uses the dataset can be helpful 
for illustrative purposes. This section would also include information on uses to be avoided and 
explanations of possible adverse consequences that might result from inappropriate uses.  

 
Pros/Cons 

Some advantages to these disclosures are that information about the intent of the 
dataset helps give potential users greater context and minimizes potential misuse. It is 
important to clarify common misconceptions. For example, data collected to classify people’s 
facial expressions (smiling, frowning, etc.) might not be appropriate to use to classify people’s 
underlying moods (happiness, sadness, etc.). This information also would help hold users of the 
dataset accountable. 

Some challenges to making these disclosures include that it is difficult to identify all 
potential malicious uses of a dataset. In addition, malicious actors might purposefully use 
dataset in improper ways. Cautious legal departments may also be concerned about the 
possibility for liability with disclosing appropriate and inappropriate uses of the data. This can 
be mitigated through consultation with legal counsel.  

 
Sample Questions 

● Is there a repository that links to any or all papers or systems that use the dataset? 
(Gebru et al 2018) 

● Are there tasks for which the dataset should not be used? ​(Gebru et al 2018) 

2.4.1.3.2 Distribution 
Distribution disclosures should relay how the dataset’s creators will distribute the data 

for use and update the data, either internally between segments of their company or publically. 
This makes it easier for people to find and use the data and clarifies the intended audience. 
Such disclosures should include information about the accessibility of the dataset and the 
intended audience. Licensing and the timing of licenses and consent are important 
considerations in this disclosure process. Depending on how broadly the dataset is distributed, 
consent might need to be obtained from the subjects of the data. The distribution process 
should involve appropriate steps to preserve the privacy of these subjects. For example, there 
might be a log-in needed to access the dataset, and dataset users might need to sign a 
contract stipulating the conditions of use. This would have the added benefit of ensuring that if 
someone withdrew their consent to have their data included in the dataset, their data could be 
deleted in one place.  In addition, the dataset should be properly anonymized prior to 
distribution and safeguards should be put in place to prevent de-anonymization.  

 
Sample Documentation Questions 

● How will the dataset will be distributed (e.g., tarball on website, API, GitHub)? Does the 
dataset have a digital object identifier (DOI)? ​(Gebru et al 2018) 

 



 

● Will the dataset be distributed under a copyright or other intellectual property (IP) 
license, and/or under applicable terms of use (ToU)? ​(Gebru et al 2018) 

● Do any export controls or other regulatory restrictions apply to the dataset or to 
individual instances? ​(Gebru et al 2018) 

● What documentation and metadata will you be releasing with the model? ​(Gebru et al 
2018) 

2.4.1.4 Maintenance 
Providing information about the maintenance of datasets is important for helping users 

know whether they are using the latest dataset and whether the dataset will be kept up to date. 
The default assumption is generally that datasets are not maintained. If the dataset is not 
maintained, however, there can be concerns about the interpretability and applicability of the 
dataset for new projects. Developers who are interested in using the data should be informed 
about these potential issues so that they can draw appropriate inferences. 

Moreover, if the dataset is not maintained, it can be difficult for individuals to remove 
their data. This is especially an issue with criminal records, which should be expunged 
periodically depending on local law. For developers for the EU, this can also create 
complications with GDPR. To ensure that users are using the latest version of the dataset, 
measures can be taken to ensure that users cannot download past versions of a dataset or that 
the dataset has an expiration date after which it is unusable without being updated. 
 
Pros/Cons 

Some benefits include that users would be able to better understand why and how the 
dataset changed. Proper maintenance techniques also make it possible for individuals to 
remove their content if they want to. 

Some disadvantages are that maintaining datasets can be time- and resource-intensive, 
and being explicit about the plans for maintenance does to some extent require the dataset 
developer to follow through. In addition, doing maintenance well can be difficult, as there are 
potential issues with versioning and shifts in technology. 

 
Sample Documentation Questions 

● Is there an erratum (list of mistakes)? ​(Gebru et al 2018) 
● Will the dataset be updated? If so, please describe how often, by whom, and how 

updates will be communicated to users? ​(Gebru et al 2018) 
● When will the dataset expire? Is there a set time limit after which the data should be 

considered obsolete?  

2.4.2 Suggested Documentation Sections for Models 
 

Machine learning models use statistical techniques to make predictions based on 
known inputs.  They are incorporated into many real-world systems and business processes 49

where prediction and estimation is valuable. 
 

49 Momin M. Malik. (2019). Can algorithms themselves be biased? ​Medium.  
https://medium.com/berkman-klein-center/can-algorithms-themselves-be-biased-cffecbf2302c 
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Model transparency is important because ML models are used in making decisions, and 
a society can only be accountable and fair if the decision-making within it is understandable, 
accountable, and fair. Clarifying the basis of a recommendation helps in achieving these 
objectives.  When people know that the models they are designing will be accountable and 
understandable, they have strong reasons to aim at fairness. 

 
Model documentation becomes even more important as machine learning gets 

incorporated into systems making high stakes decisions. For example, some states in the US 
are implementing ML-based risk assessment tools in the criminal justice system, and many 
companies have thus far refused to disclose what factors go into those decisions on the 
grounds of protecting “trade secrets.” From a societal perspective, it is important that any 
products with so much potential impact on individual well-being are accountable to the people 
they impact, so it is particularly untenable for these products to remain wholly “black boxes.” 
Other high stakes applications of machine learning include models that determine the 
distribution of public benefits, models used in the healthcare industry that impact consumer 
premiums under risk-based payment models, or facial recognition models applied in arrests. 

 
The documentation steps outlined in this section apply to models built on static data, 

which does not change after being recorded, using various methods including supervised 
learning, unsupervised learning, and reinforcement learning. At this time, the guidelines below 
are less applicable to models that use streaming data, such as online learning models, where 
the dataset or metrics are dynamically changing.  

 
It is very important to tailor the documentation to meet the specific goal of disclosing 

model-related information, including considering the most relevant audiences for achieving 
that goal. If the key audience is end users of a consumer-facing product, the level of disclosure 
should be less technical to avoid overwhelming the users. In particular, companies should 
avoid making disclosures so complicated that they reach a similar status as Terms of Service, 
which unfortunately can be so cumbersome that they serve only to protect institutions rather 
than inform or help the users. Policymakers and advocacy groups can play a role in ensuring 
that transparency disclosures do not evolve in that direction. In contrast, if the largest audience 
for a set of ML documentation is other developers at the same company, the disclosures can 
be much more technical and detailed. Of course, various details differ depending on the 
audience and context of use - one of the goals of later establishing best practices is to outline 
the requirements and expectations for transparent documentation in various common 
scenarios. For example, a non-technical one-pager may be suitable for the average consumer 
but is insufficient as au auditable document  for policymakers and advocacy groups in 
high-stakes contexts. 

 
Internal disclosures can be helpful to allow developers from the same organization to 

learn from each other’s work. That said, internal disclosures should be careful to avoid 
legitimizing or spreading bad practices. The company should work independently to set and 
enforce high standards for models by making sure to provide enough human and capital 
resources to support the integration of transparency practices. 

 
A common theme throughout this section is the importance of ensuring that the model 

disclosures do not create security or IP risks. Depending on what information about the model 
is disclosed and whether the documentation is for internal vs. external consumption, there 

 



 

might be concerns that hackers might use this information to attack the system more effectively 
or that the company’s trade secret protections might be compromised.  

 
Finally, developers should be wary of Goodhart’s Law when making model-related 

disclosures. Goodhart’s Law is the principle that once a measurement becomes a target, it is no 
longer a good measurement. In this context, the worry would be that disclosing the details of 
the model might incentivize individuals to game the system by adjusting their actions to 
achieve their desired outcome.  

 
Another problematic unintended consequence would be if companies hid key 

information by disclosing a high volume of less crucial information, which highlights the 
importance of looking at ML documentation as a process to follow which aims to prompt deep 
reflection about the impact of products that include ML models where documentation artifacts 
are a byproduct, rather than documentation for the sake of being able to claim that 
documentation was created. 
 
2.4.2.1 Model Specifications 

This section assumes that the intention for building the model has been documented 
earlier in the process, including task and system specification. There are three subjects to 
consider in specification: 1) about building models, 2) about evaluating models, and 3) extra 
specifications for models used in high-stakes or high-risk scenarios. 

Within building models, key questions to document include the choice of structure (e.g. 
features, architecture, pretrained embeddings and other complex inputs), choice of output 
structure, choice of loss function and regularization, where random seeds come from and 
where they are saved, hyperparameters, optimization algorithm, and generalizability measured 
by how much difference in test they expect to see.  

For evaluating models, it is key to discuss what kind of tests the model developer does 
regarding output, how the developer plans to identify and mitigate sampling bias (e.g., using a 
second source of truth to mitigate selection bias via reweighting), and how to evaluate model 
performance on real-world data relative to test set (what is the threshold of acceptable and 
what kind of use cases should be disallowed based on results). 

If the use case involves high stakes for affected parties, it is essential to ensure and 
document that the choice of output structure and loss function appropriately encode and 
convey uncertainty both about predictions and across possible system goals.  50

 
Pros/Cons 

The benefits of documenting these details of model specification include 
reproducibility, spotting potential failure modes, and helping people choose between models 
for different use cases. There are potential security risks with revealing certain types of 
information. Proactive communication and thoroughly explaining the severity of risk across the 
spectrum of documentation and sharing the risk mitigation plan may help to alleviate these 
concerns. The risk of revealing “trade secrets” applies more to black box models, as disclosing 
some of these specifications may make it easier for others to reverse-engineer the model and 
to thus obtain information that a company considers trade secret. 

 

50 Eckersley, P. (2018). Impossibility and Uncertainty Theorems in AI Value Alignment (or why your AGI 
should not have a utility function). arXiv preprint arXiv:1901.00064. 

 



 

Sample Documentation Questions 
● What is the intended use of the service output? ​(Arnold et al 2018) 

○ Primary intended uses 
○ Primary intended users 
○ Out-of-scope and under-represented use cases 

● What algorithms or techniques does this service implement? ​(Arnold et al 2018) 
● Model Details. ​Basic information about the model. ​(Mitchell et al 2018) 

● Person or organization developing model and contact information 
● Model date 
● Model version 
● Model type 
● Information about training algorithms, parameters, fairness constraints or other 

applied approaches, and features 
● Paper or other resource for more information 
● Citation details 
● License 

2.4.2.2 Model Training  
The focus of this stage in the ML lifecycle is on sharing how the model was architected 

and trained, and the process that was used for debugging. 
Choices of ML model architectures have numerous consequences that are relevant to 

downstream users, so it is essential to document those choices. Did the designers choose a 
random forest, recurrent network, convolutional network, and why? What was the capacity of 
the model, how does it line up with the dataset size, and what are the risks of overfitting? What 
was being optimized for, and what regularization terms and methods were used? 

Some particular considerations may apply to architectures for models that will be used 
for high stakes purposes: the wrong choice of optimization function or prediction objective can 
create significant risks of unintended consequences in deployment. In general, sufficiently high 
stakes ML systems should produce outputs that are explicitly uncertain both about predictions

 and across different competing specifications of the system’s goals.  51 52

 A separate datasheet should be attached to all datasets used in this process, likely to 
include training data and validation data used while adjusting the model. If federated learning 
or other cryptographic privacy techniques are used in the model, the datasheet may need to 
be adapted accordingly. Key questions for the validation data include how closely the data 
match real-world distributions, whether relevant subpopulations are sufficiently represented in 
the data, and whether the validation set was a hold-out set or if there was an effort made to be 
more representative of the real-world data distribution. Additionally, documentation should 
note any preprocessing steps taken, such as calibration corrections. 

Another option is to add a link to the source code, which is again more likely for 
academic and open-sourced models than for industry/commercial models. It is important to 
document the version of all libraries used, github links, machine types, and hyperparameters 
involved in training. This increases reproducibility and helps future users of the model debug in 
case of difficulty. For very large datasets, sharing information about the compute platform and 

51 Partnership on AI. Report on Algorithmic Risk Assessment Tools in the U.S. Criminal Justice System, 
Requirement 5. 
52Eckersley, P. (2018). Impossibility and Uncertainty Theorems in AI Value Alignment (or why your AGI 
should not have a utility function). arXiv preprint arXiv:1901.00064.​https://arxiv.org/abs/1901.00064​,  
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rationale behind hardware choices also helps future researchers and model developers to 
contextualize the model. Lastly, it is highly valuable to disclose how long the model took to 
train and with what magnitude of compute resources, as this allows future researchers to 
understand what level of resourcing a similar model would require to build. 
 
Pros/Cons 

As mentioned above, much of the documentation in this section is for the purpose of 
allowing other parties to build similar models, increasing reproducibility. Information on 
compute and hardware resources used also gives researchers the ability to judge how 
accessible the model is.  

Debugging is the other large benefit of such robust documentation. For example, if a 
model has 94% percent accuracy in training, but 87% in test, knowing the original settings 
allows evaluators to identify whether this difference in performance comes for different 
settings, or from other factors. Combining model documentation with datasheets for the 
training data gives evaluators information to rule out performance changes due to changes in 
data or parameters. The evaluators can be internal stakeholders from testing teams or external 
stakeholders, like customers who purchase the model for deployment in their business 
processes. 

Finally, this information also builds trust between research labs, the general public, and 
policymakers, as each party gains insight into how otherwise “black box” models were 
constructed. 

Documentation for models can be both highly technical and lengthy, which runs into 
readability risks. It is important to present the information in a reader-friendly manner to ensure 
the hard work of documentation yields the benefits outlined above, and to prevent creating 
burdensome documentation that pushes the work unnecessarily onto users and consumers of 
the model. 
 
Sample Documentation Questions 

● What Training Data is used? ​May not be possible to provide in practice. When possible, 
this section should mirror Evaluation Data. If such detail is not possible, minimal 
allowable information should be provided here, such as details of the distribution over 
various factors in the training datasets. ​(Mitchell et al 2018) 

● What type of algorithm is used to train the model? What are the details of the 
algorithm’s architecture? ( eg. a ResNet neural net). Include a diagram if possible.  

 
2.4.2.3 Evaluation 

After a model is trained, it needs to be tested. The goal of documentation in this 
section is to help users of the model to understand how the model was checked for accuracy, 
bias, and other important properties.  

The specific metrics that the model will be tested on depend on the particular use case, 
so it is helpful for this documentation to include examples of which metrics apply for which use 
case. Testing models should also take into account the broader system the model is 
embedded into, so it is valuable to test the downstream effects of the model. These 
anticipated downstream effects should be documented as a baseline to evaluate against on an 
ongoing basis. 

Breaking down accuracy and other metrics by specific subpopulations can be useful for 
detecting possible biases and ethical issues. For example, if a model has much lower predictive 

 



 

accuracy or much higher false positive rates for one subpopulation, it might be problematic to 
use the model to make decisions for those subpopulations. The documentation should thus 
reflect those limitations clearly. Such disclosures would help ensure that the model is not later 
used to make unfair decisions for those subpopulations and could also give the developer 
some liability cushion against third party misuse since they have clearly stated the limitations of 
their particular model. Part of the goal of this section is to convey to the user that whether AI 
works is not binary and instead is a nuanced question depending on the use case and metrics 
of success. 

The documentation should also discuss how the model developers checked for 
overfitting. For example, how did they construct the test set? Did they draw new test sets each 
time they trained the model for cross-validation purposes? It is important for the 
documentation to be very specific and to explore potential shortcomings of the model and the 
test set. While the test set is meant to be a reflection of reality, data is never perfect. Failing to 
account for known imperfections creates a risk that this documentation could lead to 
overconfidence and misuse of the model. 
 
Pros/Cons 
 

Disclosing the details of evaluation puts the system at risk of being more easily being 
manipulated by malicious actors, presenting a security risk. Indeed, the issue of Goodhart’s 
Law, as discussed previously, can be a concern if individuals deliberately change their behavior 
to try to change the model’s outcomes. That said, some activist groups engage in hacking to 
expose problematic aspects of an ML system with the goal of protecting vulnerable groups, so 
the increased potential for hacking can either be a positive or negative characteristic 
depending on one’s perspective. 

 
Sample Documentation Questions 

● Which datasets was the service tested on? ​(Arnold et al 2018) 
● Describe the testing methodology. ​(Arnold et al 2018) 
● Describe the test results. ​(Arnold et al 2018) 
●  Are you aware of possible examples of bias, ethical issues, or other safety risks as a 

result of using the service? ​(Arnold et al 2018) 
● Are the service outputs explainable and/or interpretable? ​(Arnold et al 2018) 
● Metrics.​ Metrics should be chosen to reflect potential real world impacts of the model. 

(Mitchell et al 2018) 
● Model performance measures 
●  Decision thresholds 
● Variation approaches 

● Evaluation Data.​ Details on the dataset(s) used for the quantitative analyses in the card. 
(Mitchell et al 2018) 

● Datasets 
●  Motivation 
●  Preprocessing 

2.4.2.4 Model Integration 
Even if each portion of the model is thoroughly tested, validated, and documented, 

there are additional documentation and evaluation needs that arise when connecting a model 

 



 

into a broader ML system. Validating how the models interoperate is important because 
different models might not work well together. It is important to test for how errors from all the 
models interact to find the corner cases that could pose problems in production. Latency 
changes when connecting models into a system, and that changes usability and reliability for 
users as well. The logistics of how the model is run - on the cloud vs on local machines - is 
another important factor to document because it changes how to handle client data in the 
pipeline, and clients in sensitive industries especially will be interested in the details of how 
that is handled. The system level documentation should also include information about system 
logs, pre and post-processing steps, and a summary of all the surrounding product and 
software design choices in the system which are not ML/AL related, but do impact how the 
ML/AI models operate in the system. Finally, there should be careful commentary on the 
system’s vulnerability to adversarial inputs and whether there are system-level mitigations that 
have been put into place. This information is obviously sensitive and should be carefully 
considered before release to minimize the risk of malicious use of this information. 
 
Pros/Cons 
 

System level information can be especially useful for consumers, to help them 
determine how the system can be used in their context. It can also help regulators examine 
otherwise black box systems for compliance on privacy and data storage regulations. Of 
course, this can also be seen as a liability for a company, but on the other hand, it can equally 
be a force for increasing compliance with regulations. An internal process that supports 
accurate documentation of the entire ML system will also mitigate the risk of inaccurate 
documentation creating legal liability. For example, if one team writes that the system does not 
log, but a different team upstream of them does, it would be inaccurate to publish that 
documentation. Fortunately, adhering to a rigorous internal auditing system before publishing 
documentation can catch this type of inaccuracy, will likely have positive externalities of 
creating more cohesion between teams and preventing other issues that arise when functions 
become too siloed inside an organization. 

 
Sample Documentation Questions 

● What is the expected performance on unseen data or data with different distributions? 
(Arnold et al 2018)   

●  Was the service checked for robustness against adversarial attacks? ​(Arnold et al 2018) 
● Quantitative Analyses (Mitchell et al 2018) 

●  Unitary results 
●  Intersectional results 

● Ethical Considerations (Mitchell et al 2018) 

2.4.2.5 Maintenance 
As data, techniques, and real-world needs change, most models must be updated to 

ensure continued usefulness. There are many parameters of a model update which would be 
useful to document, including how and why an update is triggered, whether old models or 
parameters can still be accessed, who owns maintenance and updating, and guidance on 
reasonable shelf life of the mode. The first question to answer is why the model is being 
updated - for underlying data changes, process changes, or to improve model performance. 
Most of the answers to the questions above flow from this first one. 

 



 

Updates can be triggered automatically based on time or specific metrics, or be active 
decisions evaluated from time to time. It is important to be clear about this so that people 
using the model can plan their workflows accordingly. 

When models are updated, it can be useful to maintain access to previous versions or 
parameters. 

Along with information on who owns the maintenance and update process, it is useful 
to know what the fallback plan is in case of personnel turnover or organizational changes. 
Having this documentation well-known makes it easier to make sure that model maintenance 
does not fall through the cracks during transitions. 

The shelf life of a model, similar to the update schedule itself, can be dependent on 
time only or a combination of other metrics or factors. For example, it could be that when the 
underlying data distribution looks x% different, then the model should be evaluated on y 
criteria for whether it is still valid. 
 
Pros/Cons 

Completing all these steps of documenting an update process can be incredibly 
valuable both for people who will use the model and for the people building the model. For 
people using the model, they get more reliability and can better plan around the model based 
on update processes. For the people building the model, planning ahead for the update 
process can encourage an intentional approach and schedule up front. It also may encourage 
more precaution if the model developers have to document changes later, in the tradeoff 
between speed of progress and a precautionary principle. 

There may be liability or timeline risks with thoroughly documenting the update process 
if the team misses deadlines or being locked into deadlines. One way to mitigate these risks 
would be to build in criteria/metric gates for updates rather than a hard timeline. For example, 
the update process will begin on the earlier of when X metric reaches Y level and 1 year from 
publication date. Also building in sufficient time to do the update is important because some 
updates are simple but others can take a long time if they are larger updates. 

 
Sample Documentation Questions 

● Does the service implement and perform any bias detection and remediation? (Arnold 
et al 2018) 

● When were the models last updated? (Arnold et al 2018) 

Chapter 3: Current Challenges of Implementing Documentation 
This section is where PAI invites comments, anecdotes, case studies, broader stories from 
implementing documentation efforts, and results from any solutions (effective or ineffective) 
attempting to address these challenges. Please also share feedback on whether your 
organization has encountered these challenges or new ones, or if these challenges do not exist 
in your work. 
 
When attempting to implement the recommended documentation guidelines, a number of 
common challenges arise. The following is an overview of currently identified challenges. The 
eventual goal of this chapter is to help practitioners foresee challenges in their own settings 
and provide solution options for addressing them. 
 

 



 

Benchmark Customization​: ​For many documentation criteria, it is very difficult to identify 
appropriate and demographically representative benchmarks to completely evaluate a model 
system. Often, separate custom benchmarks specific to the ML system’s context of use need to 
be developed for the documentation requirements and the evaluation of deployment. 
However, this can be costly and time intensive, so there are real organizational tradeoffs to 
navigate between benchmark quality, speed to deployment, and quality of evaluation and 
documentation. 
 
Metric Selection:​ There exist numerous academic and industry metrics to measure the 
performance of an ML system and many fairness evaluation metrics and definitions. It is 
currently difficult to say without further understanding of each unique situation and context 
which metrics are appropriate or best. Thus, metric selection is additional work that teams 
need to budget time for. In “Machine Learning that Matters,”  Kiri Wagstaff suggests the high 53

level guidance of defining metrics according to the intended outcome rather than evaluating 
model performance on arbitrary test sets with typical ML performance metrics, which is a 
reasonable starting point for most projects. For instance, if an ML system is meant to optimize 
for revenue, then measure revenue outcomes from the ML system directly, or make use of a 
proxy like advertisement impressions, rather than rely on the Area Under The Curve (AUC) of 
an isolated model. 
 
Privacy​ - Soliciting and mining the demographic metadata used in evaluating whether a model 
system is performing fairly across intersectional subgroups can also expose identifying 
information about users and image subjects. To mitigate this risk, it is important to store the 
data in a way that respects privacy and does not compromise individual privacy in exchange for 
ML system-level transparency. 
 
Intra- and Inter-Organizational Cooperation​ - It is very difficult to set up the novel 
organizational processes, get buy in, and secure monetary and HR resources required to 
effectively adopt documentation for transparency as an organizational norm without 
cooperation and alignment across multiple levels of internal and possibly external teams. 
Getting alignment around prioritizing the principle of transparency is the critical first step to 
implementing any documentation practices. Given the early stage of implementation for 
documentation practices, organizations may also need to look to outside expertise to aid in the 
process of designing the right processes, templates, and practices. ABOUT ML hopes to offer a 
starting resource in this. 
 
Compromising Intellectual Property​ - One commonly feared risk of documentation is losing 
trade secrets and intellectual property due to disclosing too much information. However, 
allowing protecting intellectual property or preserving "trade secrets" to serve as a blanket 
excuse for omitting information in documentation opens the door for companies to hide crucial 
information that should be revealed in the public interest. One goal of ABOUT ML guidelines is 
to indicate areas all companies should be willing to share. In each documentation 
recommendation section in Chapter 2.4, we discuss more specific pros and cons of disclosing 
that specific information about an ML system to better inform this tradeoff. 
 

53 Wagstaff, K. (2012). Machine learning that matters. arXiv preprint arXiv:1206.4656. 
https://arxiv.org/abs/1206.4656 
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System Security Vulnerability​ - ​Another fear for documentation is revealing attack surfaces in an 
ML system by providing too much insight into how it was built. This is a fine line to walk 
because on the one hand, it is an organization’s responsibility to build robust security measures 
into their ML systems and documenting these may spread more knowledge for other 
organizations attempting to secure their own systems. On the other hand, people fear that 
knowledge being misused for hacking rather than for shoring up collective defenses. It is worth 
a detailed discussion as an industry to better discern between low and high risk types of 
information disclosure. Additional security risks include documentation that reveals potential 
blindspots of the model system such that nefarious actors could game or hack the system. The 
first step to finding solutions for these risks is by naming them, and the next step involves 
investing in research and further understanding towards best practices. 

Chapter 4: Evaluating Best Practices and Recommending New 
Norms [placeholder for now] 
 
(Note from v0) This chapter will be completed at future phases of ABOUT ML. 
 
In this section, we will consolidate a set of evidence-based effective documentation practices 
that are both practical, low risk and increase transparency. We invite practitioners to share their 
experiences with implementing documentation practices with PAI through this public comment 
process. PAI will also be encouraging pilot tests of promising research interventions informed 
by current practice and experiments. 
 
In this section, we encourage commentators and collaborators to contribute anecdotes of 
relevant experience they have in their attempt to operationalize transparency throughout their 
ML lifecycle, or, as users or evaluators, engage with the documentation produced by academic 
or commercial models. This could include limitations faced in an attempt to achieve 
documentation standards, novel approaches to addressing the issue or positive testimonials of 
what current practice has been most effective for a given team, organization or product.  
 
Any feedback is appreciated, and we thank participants in advance for their contribution.  

Chapter 5: Conclusions 
 
New conclusions will be created for each version released. 

Version 0 

The ABOUT ML project objective is to work towards putting forward a new industry emphasis 
on transparent ML systems and this is the first step in providing a guide for practitioners to start 
taking this goal seriously. The goal of this document was to synthesize insights and 
recommendations from the existing body of literature to begin a public multistakeholder 
conversation about how to improve ML transparency.  
 

 



 

Key ideas include: 
● Documentation is valuable both as a process and an artifact 
● Internal documentation (for other teams inside the same organization, more detailed) 

and external documentation (for broader consumption, fewer sensitive details) are both 
valuable and should be undertaken together as they provide complementary incentives 
and benefits 

● Avoiding misuse and harm from ML systems is a focus of current research and practice. 
Adhering to a documentation process that demands intentional reflection about how a 
system might be used and misused, in which contexts, and impacting whom is one first 
step towards potentially reducing harms. Incorporating feedback from diverse 
perspectives early, often, and throughout every stage in the ML lifecycle is another risk 
mitigation strategy. The Diverse Voices process from the Tech Policy Lab at the 
University of Washington is one formalized methodology for incorporating this type of 
feedback.   

 



 

Supplement: Machine Learning Primer 
 
The goal of this document is to provide enough preliminary background and definitions to 
enable the reader to follow along with the main body of the ABOUT ML recommendations. In 
the future, PAI may add further resources for people who want to learn more about the topic of 
machine learning. 
 

-------------------------------------------------------------------------------------------------------------- 
 

What is AI? 

Artificial intelligence (AI) is any computational process or product that appears to demonstrate 
intelligence through non-biological/natural processes. With recent advances in different 
branches of AI technology, AI can now do important tasks, including identifying and 
deciphering the objects in images ("computer vision (CV)"), interpreting text in various ways ( 
“natural language processing (NLP)”), and controlling robots or game agents via strong 
feedback loops (“reinforcement learning”). AI can read handwriting and generate stories, can 
identify faces as well as successfully play games like chess or Go.  
 

What is machine learning? 

One mainstream approach to building AI is machine learning (ML) - a statistical and 
mathematical modeling approach to approximate the patterns between input and output 
variables using data. Machine learning is a method to uncover statistical correlations within a 
dataset and could range from simple linear regression to more complicated algorithms. On the 
more complex side, examples include models that use a multi-layered network structure (not 
unlike neurons in a brain) to map inputs to outputs, called "deep learning" (DL), and its many 
variations, such as convolutional neural nets (CNNs), Long/Short Term Memory Networks 
(LSTMs), etc. Many of these variations have become buzzwords in recent years as advances in 
ML technology have lead to rapid breakthroughs. 
 
A machine learning model, like any other mathematical function, is attempting to map inputs 
(“features”) to an expected output (“label” or "prediction"). This could mean matching a 
specific color, texture, and shape in an image to the label “dog”, or a specific combination of 
notes to the assignment of a song genre. Ideally we want to be able to send inputs the model 
has never encountered before and get an output that closely matches the expected 
relationship from past experience and data. In machine learning, we achieve this by describing 
that expected relationship with constant terms derived from these past experiences, and using 
those constants to define a model function. The hope is that if future examples closely match 
past ones, then the model will do a good job giving the proper output even for an input it has 
not been previously exposed to, as it has already defined a relationship between inputs and 
outputs based on examples from past experiences.  

 



 

 
These models are defined by a combination of data and an algorithm (see Figure 0.1 below). 
The algorithm is effectively a recipe - the set of steps required to define the constants in the 
final model. It dictates the mechanism through which the relationship between the inputs and 
the outputs is determined, and reflects the functional  form of the final model. 

 
Figure 0.1 : Overview of a general machine learning model structure  
 
 
In order to define the specific relationship between inputs and outputs that we hope to get 
from the machine learning model, we go through a process of training the algorithm on data 
(see Figure 0.2). This process involves providing many examples of the relationship between 
inputs and outputs, which then, through the set of steps defined by the algorithm, define the 
unchanging, consistent patterns (ie. “constants” or “weights”)  of that relationship - effectively 
setting a concrete worldview of the relationship between features and labels, based on the 
dynamic found in the training data.  
 
Training a machine learning model can take anything from a couple of seconds on a single 
computer to weeks and months on thousands or more machines. The training process can 
involve calibrating the constants ( or “weights”) of the final model based off of anything from 
thousands to billions (or more) of training data examples. If the training is set up like a 
matching game - showing the algorithm several examples of features and their correct labels 
during training to estimate the weights, then we call this process “supervised learning.” If the 
training data does not involve information on the desired predicted output (“labels”) of the 
model, and uses other techniques to define the function based on the implicit relationship 
between the inputs and outputs of past experiences, then this model is known as 
“unsupervised.” Though these are general techniques, other methods exist as well - for 
instance “reinforcement learning” when the model defines the weights from adjusting its 
model based on a feedback loop based on interactions with its environment.   
 

 



 

 
Figure 0.2 : Overview of training process for a machine learning model  
 
Once trained, the machine learning model is a defined function that encodes the estimated 
relationship between inputs and outputs. This trained machine learning model will give an 
approximate output prediction from any new input, based on what it has estimated as the 
relationship of the input and output pairs it was trained on implicitly or explicitly in the past. In 
order to update the model, and upgrade its worldview to encompass a new context or domain, 
the model must be retained to infer a new relationship between input and output, likely using 
the same mechanism (algorithm) but with a new set of training data, more representative of 
that new context.  
 

 
 Figure 0.3 : Overview of testing process for a machine learning model  
 
 
 

 



 

What are different contexts of use for data? 

[This section is meant to define what it is, how it’s used in machine learning, typical sources 
(collection methods etc)] 
 
Training data ​ is data analyzed through an algorithm in order to generate a machine learning 
model (the data from which the model ‘learns’). The resulting model is thus an encoding of the 
relationships found in the data and reflects the biases of the training dataset.  
 
Testing data​ is the dataset used in the evaluation of the model. The biases in this dataset can 
prevent a realistic understanding of the model’s performance in its deployment context.  
 
Validation data is similar to the testing data, except it is used in the process of system 
development, and revisited as engineers work to improve the model, with changes to either 
algorithm or training data. This means that model development can continue after evaluating 
model performance on the validation set, making it integral to supporting engineers in 
determining when the model is ready for release and informing engineering design decisions 
for improvement.  

What is a model? 

A model is a defined input-output function that takes in a set of inputs ( ie. “features”) and 
provides a prediction for the expected output (i.e. “label”) for that input, based on the learned 
past relationship of previous input-output pairs it has been exposed to directly or indirectly.  

What is an ML system? 

A machine learning (ML) system can take on multiple forms, from a simple defined function 
embedded in a computer program to be run, to a deployed Application Program Interface 
(API) to an ecosystem of models packaged into a software package and presented via a 
Graphical User Interface (GUI). This system involves some form of automated decision making 
to accomplish a wide range of tasks from classification and prediction to database search and 
recommendation. The models in the system are defined through a process known as machine 
learning (ML) , and an ML system incorporates one or more of models developed through this 
method in order to obtain a final result.  
 
The reference to ML stakeholders refers to the entire population of those interacting or 
engaging with the system in any way, either as end users of the system, the public affected by 
the systems decisions, those involved in the procurement and distribution of the system and 
those engaged in the development and specification around the system.  
 
Those responsible for the creation of the system -  usually engineers or researchers either at a 
company, academic institution or other organization  - often develop ML models to address a 
relatively narrow use case (i.e. facial recognition, natural language processing, etc.), but can 

 



 

also be trained for broader impact  if the data is available. The scope of a model’s effective 
operation is often limited by the training data available to develop a model to operate in that 
context, as a machine learning model will often make unreliable predictions for new input data 
that does not conform to the data that it was trained on.  
 
An ML system can involve a combination of machine learning models, chained to feed into 
each other ( ie. predictions of one model are the input of the next), or interact with a greater 
system in some way. The overall decision and prediction made by the system is learned from 
previous training data (ie. examples from past experience), but in a system, that prediction may 
also be influenced by other factors before being incorporated into the final result.  

   

 



 

Appendix: Compiled List of Documentation Questions  
This is an incomplete list of documentation proposals/questions/formats from published 
academic papers. In the future, the ABOUT ML project may take on a multistakeholder 
process of surfacing common questions and creating a synthesized single list. 
 

Fact Sheets (Arnold et al 2018) 
Source: Hind, M., Mehta, S., Mojsilovic, A., Nair, R., Ramamurthy, K. N., Olteanu, A., & 
Varshney, K. R. (2018). Increasing Trust in AI Services through Supplier's Declarations of 
Conformity. arXiv preprint arXiv:1808.07261. ​https://arxiv.org/abs/1808.07261 
 
A few examples of items a FactSheet might include are:  

● What is the intended use of the service output?  
● What algorithms or techniques does this service implement? 
● Which datasets was the service tested on? (Provide links to datasets that were used for 

testing, along with corresponding datasheets.) 
● Describe the testing methodology. 
● Describe the test results. 
●  Are you aware of possible examples of bias, ethical issues, or other safety risks as a 

result of using the service? 
● Are the service outputs explainable and/or interpretable? 
● For each dataset used by the service: Was the dataset checked for bias? What efforts 

were made to ensure that it is fair and representative? 
● Does the service implement and perform any bias detection and remediation? 
● What is the expected performance on unseen data or data with different distributions? 
●  Was the service checked for robustness against adversarial attacks?  
● When were the models last updated? 

 

Data Sheets (Gebru et al 2018) 
Source: Gebru, T., Morgenstern, J., Vecchione, B., Vaughan, J. W., Wallach, H., Daumeé III, H., 
& Crawford, K. (2018). Datasheets for datasets. arXiv preprint 
arXiv:1803.09010.​https://arxiv.org/abs/1803.09010 
 
Motivation 

● For what purpose was the dataset created? Was there a specific task in mind? Was 
there a specific gap that needed to be filled? Please provide a description. 

● Who created this dataset (e.g., which team, research group) and on behalf of which 
entity (e.g., company, institution, organization)? 

● Who funded the creation of the dataset? If there is an associated grant, please provide 
the name of the grantor and the grant name and number. 

● Any other comments? 
 
Composition 

 

https://arxiv.org/abs/1808.07261
https://arxiv.org/abs/1803.09010


 

● What do the instances that comprise the dataset represent (e.g., documents, photos, 
people, countries)? Are there multiple types of instances (e.g., movies, users, and 
ratings; people and interactions between them; nodes and edges)? Please provide a 
description. 

● How many instances are there in total (of each type, if appropriate)? 
● Does the dataset contain all possible instances or is it a sample (not necessarily random) 

of instances from a larger set? If the dataset is a sample, then what is the larger set? Is 
the sample representative of the larger set (e.g., geographic coverage)? If so, please 
describe how this representativeness was validated/verified. If it is not representative of 
the larger set, please describe why not (e.g., to cover a more diverse range of instances, 
because instances were withheld or unavailable). 

 
● What data does each instance consist of? “Raw” data (e.g., unprocessed text or images) 

or features? In either case, please provide a description. 
● Is there a label or target associated with each instance? If so, please provide a 

description. 
● Is any information missing from individual instances? If so, please provide a description, 

explaining why this information is missing (e.g., because it was unavailable). This does 
not include intentionally removed information, but might include, e.g., redacted text. 

● Are relationships between individual instances made explicit (e.g., users’ movie ratings, 
social network links)? If so, please describe how these relationships are made explicit. 

● Are there recommended data splits (e.g., training, development/validation, testing)? If 
so, please provide a description of these splits, explaining the rationale behind them. 

● Are there any errors, sources of noise, or redundancies in the dataset? If so, please 
provide a description. 

● Is the dataset self-contained, or does it link to or otherwise rely on external resources 
(e.g., websites, tweets, other datasets)? If it links to or relies on external resources, a) 
are there guarantees that they will exist, and remain constant, over time; b) are there 
official archival versions of the complete dataset (i.e., including the external resources as 
they existed at the time the dataset was created); c) are there any restrictions (e.g., 
licenses, fees) associated with any of the external resources that might apply to a future 
user? Please provide descriptions of all external resources and any restrictions 
associated with them, as well as links or other access points, as appropriate. 

● Does the dataset contain data that might be considered confidential (e.g., data that is 
protected by legal privilege or by doctor-patient confidentiality, data that includes the 
content of individuals’ non-public communications)? If so, please provide a description. 

● Does the dataset contain data that, if viewed directly, might be offensive, insulting, 
threatening, or might otherwise cause anxiety? If so, please describe why. 

● Does the dataset relate to people? If not, you may skip the remaining questions in this 
section. 

● Does the dataset identify any subpopulations (e.g., by age, gender)? If so, please 
describe how these subpopulations are identified and provide a description of their 
respective distributions within the dataset. 

● Is it possible to identify individuals (i.e., one or more natural persons), either directly or 
indirectly (i.e., in combination with other data) from the dataset? If so, please describe 
how. 

● Does the dataset contain data that might be considered sensitive in any way (e.g., data 
that reveals racial or ethnic origins, sexual orientations, religious beliefs, political 

 



 

opinions or union memberships, or locations; financial or health data; biometric or 
genetic data; forms of government identification, such as social security numbers; 
criminal history)? If so, please provide a description. 

● Any other comments? 
 
 
 
Collection Process 

● How was the data associated with each instance acquired? Was the data directly 
observable (e.g., raw text, movie ratings), reported by subjects (e.g., survey responses), 
or indirectly inferred/derived from other data (e.g., part-of-speech tags, model-based 
guesses for age or language)? If data was reported by subjects or indirectly 
inferred/derived from other data, was the data validated/verified? If so, please describe 
how. 

● What mechanisms or procedures were used to collect the data (e.g., hardware 
apparatus or sensor, manual human curation, software program, software API)? How 
were these mechanisms or procedures validated? 

● If the dataset is a sample from a larger set, what was the sampling strategy (e.g., 
deterministic, probabilistic with specific sampling probabilities)? 

● Who was involved in the data collection process ​(e.g., students, crowdworkers, 
contractors) and how were they compensated (e.g., how much were crowdworkers 
paid)? 

● Over what timeframe was the data collected?​ Does this timeframe match the creation 
timeframe of the data associated with the instances (e.g., recent crawl of old news 
articles)? If not, please describe the timeframe in which the data associated with the 
instances was created. 

● Were any ethical review processes conducted (e.g., by an institutional review board)? If 
so, please provide a description of these review processes, including the outcomes, as 
well as a link or other access point to any supporting documentation. 

● Does the dataset relate to people? If not, you may skip the remainder of the questions 
in this section. 

● Did you collect the data from the individuals in question directly, or obtain it via third 
parties or other sources (e.g., websites)? 

● Were the individuals in question notified about the data collection? ​If so, please 
describe (or show with screenshots or other information) how notice was provided, and 
provide a link or other access point to, or otherwise reproduce, the exact language of 
the notification itself. 

● Did the individuals in question consent to the collection and use of their data?​ If so, 
please describe (or show with screenshots or other information) how consent was 
requested and provided, and provide a link or other access point to, or otherwise 
reproduce, the exact language to which the individuals consented. 

● If consent was obtained, were the consenting individuals provided with a mechanism to 
revoke their consent in the future or for certain uses? ​If so, please provide a description, 
as well as a link or other access point to the mechanism (if appropriate). 

● Has an analysis of the potential impact of the dataset and its use on data subjects (e.g., 
a data protection impact analysis)been conducted? If so, please provide a description of 
this analysis, including the outcomes, as well as a link or other access point to any 
supporting documentation. 

 



 

● Any other comments? 
 
Preprocessing/cleaning/labeling 

● Was any preprocessing/cleaning/labeling of the data done (e.g., discretization or 
bucketing, tokenization, part-of-speech tagging, SIFT feature extraction, removal of 
instances, processing of missing values)? If so, please provide a description. If not, you 
may skip the remainder of the questions in this section. 

● Was the “raw” data saved in addition to the preprocessed/cleaned/labeled data (e.g., 
to support unanticipated future uses)?​ If so, please provide a link or other access point 
to the “raw” data. 

● Is the software used to preprocess/clean/label the instances available? If so, please 
provide a link or other access point. 

● Any other comments? 
 
Uses 

● Has the dataset been used for any tasks already? If so, please provide a description. 
● Is there a repository that links to any or all papers or systems that use the dataset?​ If so, 

please provide a link or other access point. 
● What (other) tasks could the dataset be used for? 
● Is there anything about the composition of the dataset or the way it was collected and 

preprocessed/cleaned/labeled that might impact future uses? For example, is there 
anything that a future user might need to know to avoid uses that could result in unfair 
treatment of individuals or groups (e.g., stereotyping, quality of service issues) or other 
undesirable harms (e.g., financial harms, legal risks) If so, please provide a description. 
Is there anything a future user could do to mitigate these undesirable harms? 

● Are there tasks for which the dataset should not be used?​ If so, please provide a 
description. 

● Any other comments? 
 
Distribution 

● Will the dataset be distributed to third parties outside of the entity (e.g., company, 
institution, organization) on behalf of which the dataset was created? If so, please 
provide a description. 

● How will the dataset will be distributed (e.g., tarball on website, API, GitHub)? Does the 
dataset have a digital object identifier (DOI)? 

● When will the dataset be distributed? 
● Will the dataset be distributed under a copyright or other intellectual property (IP) 

license, and/or under applicable terms of use (ToU)? If so, please describe this license 
and/or ToU, and provide a link or other access point to, or otherwise reproduce, any 
relevant licensing terms or ToU, as well as any fees associated with these restrictions. 

● Have any third parties imposed IP-based or other restrictions on the data associated 
with the instances? If so, please describe these restrictions, and provide a link or other 
access point to, or otherwise reproduce, any relevant licensing terms, as well as any 
fees associated with these restrictions. 

● Do any export controls or other regulatory restrictions apply to the dataset or to 
individual instances? If so, please describe these restrictions, and provide a link or other 
access point to, or otherwise reproduce, any supporting documentation. 

● Any other comments? 

 



 

 
 
Maintenance 
 

● Who is supporting/hosting/maintaining the dataset? 
● How can the owner/curator/manager of the dataset be contacted (e.g., email address)? 
● Is there an erratum? If so, please provide a link or other access point. 
● Will the dataset be updated (e.g., to correct labeling errors, add new instances, delete 

instances)? If so, please describe how often, by whom, and how updates will be 
communicated to users (e.g., mailing list, GitHub)? 

● If the dataset relates to people, are there applicable limits on the retention of the data 
associated with the instances (e.g., were individuals in question told that their data 
would be retained for a fixed period of time and then deleted)? If so, please describe 
these limits and explain how they will be enforced. 

● Will older versions of the dataset continue to be supported/hosted/maintained? If so, 
please describe how. If not, please describe how its obsolescence will be 
communicated to users. 

● If others want to extend/augment/build on/contribute to the dataset, is there a 
mechanism for them to do so? ​If so, please provide a description. Will these 
contributions be validated/verified? If so, please describe how. If not, why not? Is there 
a process for communicating/distributing these contributions to other users? If so, 
please provide a description. 

● Any other comments? 
 
 

Model Cards (Mitchell et al 2018) 
Source: Mitchell, M., Wu, S., Zaldivar, A., Barnes, P., Vasserman, L., Hutchinson, B., ... & Gebru, 
T. (2019, January). Model cards for model reporting. In Proceedings of the Conference on 
Fairness, Accountability, and Transparency (pp. 220-229). ACM. 
https://arxiv.org/abs/1810.03993  
 
Model Details. ​Basic information about the model. 

●  Person or organization developing model 
● Model date 
●  Model version 
●  Model type 
●  Information about training algorithms, parameters, fairness constraints or other 

applied approaches, and features 
●  Paper or other resource for more information 
●  Citation details 
●  License 
●  Where to send questions or comments about the model 

 
Intended Use​. Use cases that were envisioned during development. 

●  Primary intended uses 
●  Primary intended users 

 

https://arxiv.org/abs/1810.03993


 

●  Out-of-scope use cases 
 
 
Factors.​ Factors could include demographic or phenotypic groups, environmental conditions, 
technical attributes, or others listed in Section 4.3. 

●  Relevant factors 
●  Evaluation factors 

 
Metrics.​ Metrics should be chosen to reflect potential real world impacts of the model. 

● Model performance measures 
●  Decision thresholds 
● Variation approaches 

 
Evaluation Data.​ Details on the dataset(s) used for the quantitative analyses in the card. 

● Datasets 
●  Motivation 
●  Preprocessing 

 
Training Data. ​May not be possible to provide in practice. When possible, this section should 
mirror Evaluation Data. If such detail is not possible, minimal allowable information should be 
provided here, such as details of the distribution over various factors in the training datasets. 
 
Quantitative Analyses 

●  Unitary results 
●  Intersectional results 

 
Ethical Considerations 
 
Caveats and Recommendations 
 
 

A “Nutrition Label” for Privacy (Kelley et al 2009) 
Source: Kelley, P. G., Bresee, J., Cranor, L. F., & Reeder, R. W. (2009, July). A nutrition label for 
privacy. In Proceedings of the 5th Symposium on Usable Privacy and Security (p. 4). ACM. 
http://cups.cs.cmu.edu/soups/2009/proceedings/a4-kelley.pdf  
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The Dataset Nutrition Label: A Framework To Drive Higher Data Quality 
Standards (Holland et al 2019) 
Source: Holland, S., Hosny, A., Newman, S., Joseph, J., & Chmielinski, K. (2018). The dataset 
nutrition label: A framework to drive higher data quality standards. arXiv preprint 
arXiv:1805.03677. ​https://arxiv.org/abs/1805.03677  
 

● What is the relevant metadata collected with the dataset? 
● Detail source, author contact information and version history  
● Ground truth correlations: linear correlations between a chosen variable in the dataset 

and variables from other datasets considered to be “ground truth”  
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Data Statements for Natural Language Processing: Toward Mitigating 
System Bias and Enabling Better Science (Bender and Friedman 2018) 
 
Source: Bender, E. M., & Friedman, B. (2018). Data statements for natural language processing: 
Toward mitigating system bias and enabling better science. Transactions of the Association for 
Computational Linguistics, 6, 587-604.​https://aclweb.org/anthology/papers/Q/Q18/Q18-1041/ 
 
A. CURATION RATIONALE​ Which texts were included and what were the goals in selecting 
texts, both in the original collection and in any further sub-selection? This can be especially 
important in datasets too large to thoroughly inspect by hand. An explicit statement of the 
curation rationale can help dataset users make inferences about what other kinds of texts 
systems trained with them could conceivably generalize to.  
 
B. LANGUAGE VARIETY​ Languages differ from each other in structural ways that can interact 
with NLP algorithms. Within a language, regional or social dialects can also show great 
variation (Chambers and Trudgill, 1998).  
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The language and language variety should be described with:  

●  A language tag from BCP-479 identifying the language variety (e.g. en-US or 
yue-HantHK)  

● A prose description of the language variety, glossing the BCP-47 tag and also providing 
further information (e.g. English as spoken in Palo Alto CA (USA) or Cantonese written 
with traditional characters by speakers in Hong Kong who are bilingual in Mandarin)  

 
C. SPEAKER DEMOGRAPHIC​ Sociolinguistics has found that variation (in pronunciation, 
prosody, word choice, and grammar) correlates with speaker demographic characteristics 
(Labov, 1966), as speakers use linguistic variation to construct and project identities (Eckert and 
Rickford, 2001). Transfer from native languages (L1) can affect the language produced by 
non-native (L2) speakers (Ellis, 1994, Ch. 8). A further important type of variation is disordered 
speech (e.g. dysarthria).  
 
Specifications include:  

●  Age  
● Gender  
● Race/ethnicity  
● Native language  
● Socio-economic status  
● Number of different speakers represented  
● Presence of disordered speech  

 
D. ANNOTATOR DEMOGRAPHIC​ What are the demographic characteristics of the annotators 
and annotation guideline developers? Their own ‘social address’ influences their experience 
with language and thus their perception of what they are annotating.  
 
Specifications include:  

● Age  
● Gender  
● Race/ethnicity  
● Native language  
● Socio-economic status  
● Training in linguistics/other relevant discipline  

 
E. SPEECH SITUATION​ Characteristics of the speech situation can affect linguistic structure and 
patterns at many levels. The intended audience of a linguistic performance can also affect 
linguistic choices on the part of speakers. The time and place provide broader context for 
understanding how the texts collected relate to their historical moment and should also be 
made evident in the data statement. 
 
Specifications include:  

● Time and place  
● Modality (spoken/signed, written)  
● Scripted/edited v. spontaneous  
● Synchronous v. asynchronous interaction  
● Intended audience  

 



 

 
F. TEXT CHARACTERISTICS​ Both genre and topic influence the vocabulary and structural 
characteristics of texts (Biber, 1995), and should be specified. 
 
 G. RECORDING QUALITY​ For data that includes audio/visual recordings, indicate the quality 
of the recording equipment and any aspects of the recording situation that could impact 
recording quality.  
 
H. OTHER​ There may be other information of relevance as well (e.g. the demographic 
characteristics of the curators). As stated above, this is intended as a starting point and we 
anticipate best practices around writing data statements to develop over time.  
 
I. PROVENANCE APPENDIX​ For datasets built out of existing datasets, the data statements for 
the source datasets should be included as an appendix. 
 
 
 
 
 
 

 
Example: Google modified image results for the search term 'ceo' based on constraints set by 
their declared principle on diverse representation 

●  

 


