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Executive Summary

Artificial intelligence (Al) agents are advanced computer programs that can set their own
goals, make plans, and act in ways that are not entirely predictable. Unlike chatbots, they are
anticipated to work with a high degree of autonomy to tackle increasingly complex tasks.
While not yet widespread, some Al agents can take action in external environments by inter-

acting with different systems, such as by calling tools or writing and running computer code.

These capabilities are expected to make Al agents useful for different tasks — for example,
streamlining administrative tasks or optimizing critical systems. But the ability to take
autonomous action in external environments and directly affect software or hardware in
unexpected ways could amplify well-known Al risks and create new ones. In a hypercon-
nected world, many of these risks could cross national borders or concern the international

community as a whole. Potentially significant global risks include:
1. Cross-border harms, such as electoral interference and critical infrastructure
disruption.
2. Human rights impacts, such as privacy breaches and free speech limitations.
This brief explores how these two sets of risks could be managed through anticipatory global
governance leveraging foundational tools that are non-Al specific in nature and universal in
scope, as action-taking Al agents become more widespread around the world. These tools are:
1. International law.
2. Non-binding global norms.
3. Global accountability mechanisms.
As a starting point for governing Al agents globally in anticipation of potential risks, this brief
identifies where these tools work well, where they fall short, and what actions by different

global stakeholders — including governments, companies, and civil society — can strengthen

them.

GOVERNMENTS

Governments already have legal obligations that apply to Al agents, including:
1. To respect other states’ sovereign rights to use, regulate, and host those technol-
ogies in their territories.
2. Torefrain from using agents for foreign interference.
3. To behave with due diligence to prevent cross-border harms.

4. To respect and protect human rights.



COMPANIES

Companies, while not directly bound by these rules, stand to gain from observing interna-
tional law when designing, developing, and deploying Al agents. Respect for international
law is at the heart of environmental, social, and corporate governance (ESG) principles,
companies’ existing cybersecurity commitments, and their responsibility to respect human

rights, shaping corporate relationships with governments, investors, and users.

ALL STAKEHOLDERS

All stakeholders — governments, companies, civil society, and individuals — can seek global
accountability through established legal, normative, and institutional channels. They could
also work together to address pressing gaps in the current global governance ecosystem as
itapplies to Al agents, including potential liability gaps; a lack of global solutions to conflicts

of laws; and decentralized enforcement.

Governments, companies, civil society,
and individuals can seek global
accountability through established legal,
normative, and institutional channels.



Introduction

Artificial intelligence (Al) agents can be defined as “[clomputer software systems capable of
creating context specific plansin non-deterministic environments.”' Built with acombination
of reinforcement learning (RL) and large language models (LLMs), new Al agents are marked
by greater autonomy and pursue increasingly complex goals.? While not yet widespread,
some Al agents can take action and have a causal impact on the external environment by
interacting with various tools or systems, including online; this includes Al agents that can
call tools via application programming interfaces (API) and those that can write and execute

computer code with software development kits (SDKs).A2

Al agents are expected to have many useful applications for governments, companies, and
individuals around the world. For example, they could be used for computer coding across
sectors, to streamline administrative tasks, and to optimize a wide range of critical infra-
structure systems from energy to transport grids. At the same time, action-taking Al agents,
and especially those that can execute theirown computer code,* may directly affect software
and/or hardware infrastructure with which they interface in complex and unpredictable ways.
This could potentially exacerbate well-documented Al risks, such as information manipu-
lation, anthropomorphism, malfunction, and privacy breaches, as well as job displacement
and power concentration.® Al agents may also give rise to new risks such as self-preservation

and loss of control.®

Al agents are still in the early stages of development and adoption, so it remains to be seen
how they will be used by various stakeholders in different sectors.? But there is increasing
interest in those products and a growing body of literature on the topic. Published papers
have explored key features, benefits, and risks, as well as technical, legal, and policy inter-
ventions to mitigate the potential impacts of Al agents.” Yet little has been said to date on the

global governance of Al agents.®

This brief contributes to filling this gap by offering guidance on anticipatory global gover-
nance for Al agents, leveraging foundational legal, policy, and accountability tools that are

non-Al specific in nature and universal in scope:

1. International law.
2. Non-binding global norms.

3. Global accountability mechanisms, particularly multilateral institutions that are

open to universal membership, such as the United Nations (UN).?

These global governance tools are the foundation of many Al-specific frameworks, such
as the G7 Hiroshima Process Guiding Principles and Code of Conduct and the Organisation
for Economic Co-operation and Development (OECD)’s Al Principles; yet, they have at times
been overlooked in discussions about Al governance. They are also inclusive of all states,

developed and developing, and, in some cases, other stakeholders.
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A These are level 3 to
level 5 agents in line with
PAI’s Failure Detection
Monitoring framework,
Srikumar et al., “Priori-
tizing Real-Time Failure
Detection in Al Agents.”

B For early examples,
see OpenAl, “Introducing
Operator;” Anthropic,
“Claude Opus 4.1;” and
Manus Al.

C See Kaprayoon et al,
2025, identifying thisas a
pressing policy question.

D On the importance

of global Al governance
grounded in these tools,
see UN General Assembly
(UNGA), “Seizing the
opportunities of safe,
secure and trustworthy
artificial intelligence
systems for sustainable
development,” especially
paras 5, 6(a), 13.
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In reviewing these tools, this brief focuses on two of the most pressing global risks that are
likely to arise as action-taking Al agents are developed and deployed at scale: cross-border
harms and human rights impacts. It also identifies gaps in how foundational global gover-
nance tools manage those risks, outlining options for governments, companies, international
organizations, individuals, and groups to strengthen those tools as Al agents continue to be

developed and adopted worldwide.*

FIGURE 1. Examples of cross-border harms and human rights impacts potentially arising from
the deployment of action-taking Al agents
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This brief responds to a core concern expressed by all UN member states in the Global Digital

Compact, as it applies to Al agents:

[tlhe need for a balanced, inclusive and risk-based approach to the governance of [Al],
with the full and equal representation of all countries, especially developing countries,
and the meaningful participation of all stakeholders [..] in full respect of international
law, including international human rights law, and taking into account other relevant

frameworks [...].%

This work is important for three main reasons. First, as with other digital technologies, the
risks and impacts of Al agents could transcend national borders and affect a range of global
stakeholders. Forexample,a bad computercode executed by an Alagentin one country might
affect computer software and hardware in multiple countries via the internet, including in
such critical sectors as health care, energy, and finance. Even when risks and impacts are
restricted to the domestic context, they may concern the international community as a

whole, as in the protection of human rights.

Second, while the conversation about the global governance of Al has focused on developing
new,Al-specific rules,norms, orinstitutions,® foundational, non-Al specific global governance
tools already govern Al and Al agents globally, just as they govern other digital technologies.”
International law binds states — and in some circumstances, non-state actors — regardless
of which tools ortechnologies are used in their activities.*"Where binding international rules
are lacking, global norms and policy frameworks can drive responsible state and corporate
behavior online and offline. And certain global mechanisms are available to affected stake-

holders, including states, companies, individuals, and groups, to hold irresponsible actors

PARTNERSHIP ON Al

Al Agents and Global Governance: Analyzing Foundational Legal, Policy, and Accountability Tools

E On the related question
of what should be inter-
nationalized in Al gover-
nance or what outcomes
we should expect from
global institutions when
it comes to Al governance,
see Dennis et al., “What
Should Be Internation-
alised in Al Governance?”
and Smith & Crampton,
“Global governance: Goals
and Lessons for Al”

F On how existing law
applies to new technol-
ogies, see generally
Lessig, Code 2.0.
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to account. Together, international law, non-binding global norms, and global accountability
mechanisms provide the foundation upon which more specific governance tools for Al and

Al agents can be built.

Third, Al-specific governance tools are still nascent and scarce at the global level; most
frameworks apply domestically, regionally, or cross-regionally but not universally.® Notably,
binding, Al-specific international rules are not yet in force." Likewise, there are no Al-specific
accountability mechanisms that include and are open to all states, despite many proposals
for the establishment of global Al institutions, for example.' Global Al-specific policy
frameworks such as the UNESCO Al Recommendation and the Global Digital Compact are
anchored in, and refer back to, foundational rules of international law, global norms, and
global accountability mechanisms, particularly those found in the UN Charter and interna-
tional human rights frameworks.”? Developing Al-specific global governance tools can be a
resource-intensive process, especially in today’s challenging geopolitical environment, while
foundational global governance tools are already in place. Moreover, if not crafted with suffi-
cient care, new rules, norms, or mechanisms can undermine well-established protections.
This is why foundational global governance tools should be the starting point for thinking
about how to govern Al agents — and other Al technologies — globally and inclusively. They
provide a tried and tested common language that has helped different global stakeholders,
including states, companies, individuals, and civil society organizations, navigate through
some of the world’s greatest challenges, from war and famine to the climate crisis and the

digital revolution.

This paperis divided into three sections. The first two explain how foundational global gover-
nance tools (i.e., international law, global norms, and global accountability mechanisms) are
already in place to address the cross-border harms and human rights impacts that might
arise from the design, development, and deployment of Al agents. The concluding section
identifies gaps in how those issues are currently governed and makes recommendations as

to how various global stakeholders might address them.

Foundational global governance tools
should be the starting point for thinking
about how to govern Al agents — and other Al
technologies — globally and inclusively.
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G For an analysis of
Al-specific governance
tools, see Ifayemi et al.,
“Decoding Al Governance:
AToolkit for Navigating
Evolving Norms,
Standards, and Rules.”

H The first international
treaty on Al, the Council
of Europe Framework
Convention on Artificial
Intelligence and Human
Rights, Democracy and
the Rule of Law, might
enter into force soon
forits states parties
upon ratification by five
signatories. See Council
of Europe, Framework
Convention on Artificial
Intelligence and Human
Rights, Democracy and
the Rule of Law, 2024,
Article 30(3). However,
this treaty is not open to
universal membership.

I Fora summary of those
proposals, see Maas

& Villalobos, “Interna-
tional Al institutions:

A literature review of
models, examples, and
proposals.”
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1. Cross-border Harms

Al agents are connected to the internet and other networks to gather key contextual infor-
mation and, in some cases, to take action by calling tools or executing computer code on
a variety of applications, such as web browsers. This means that their actions might have
effects across borders and result in cross-border harms affecting government institutions,

companies, individuals, and groups around the world.

For example, Al agents developed and deployed in one country could generate and dissem-
inate contentviaonline platformsthat mightinterfereinelectoral processes abroad. Likewise,
malicious actors in one state might exploit security vulnerabilities in Al agents that control
or optimize critical infrastructure in another state, causing significant disruption to the
delivery of public services, financial loss, and even physical or mental harm. Furthermore, Al
agents —and, in particular, multi-agent systems that manage cross-border operations such
as international trade and financial transactions — may fail, with high-stakes consequences

across jurisdictions.

FIGURE 2. Representation of the cross-jurisdictional scope of Al agents’ actions via the internet
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International law

Different rules of international law that govern cross-border state activity apply to the
design, development, and deployment of Al agents, impacting not only the behavior of states
but also companies, individuals, and groups building or interacting with this technology.
First and foremost, states have the sovereign right™ to design, develop, and use Al agents
in a manner consistent with international law. They also have “jurisdiction,” or the right to
regulate, adjudicate, and implement policies™ when Al agents are designed, developed, and

deployed by other actors in their territory. This right covers:
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a. The physical infrastructure or hardware needed to train and run Al agents, such as

chips, GPUs, computer clusters, and data centers.

b. The computerdevices and infrastructure that connect those agents to the internet

and other networks, such as servers, routers, and cables.
c. The different actors (e.g., developers, deployers, and end-users).

d. Activities across the Al agent value chain, including those that involve datasets,

model training, and inference.’

Therefore, sovereignty means not only the powerto build “sovereign Al agents” with local data,

models, compute, and workforce but also to govern the Al agent value chain domestically.

Jurisdiction might extend extraterritorially, for example, over the cross-border effects of
domestic activities and the activities of companies registered or domiciled domestically.®
As a result, various domestic laws that might apply simultaneously to Al agents could clash,
giving rise to conflict of law challenges. These challenges are more likely to arise as the Al
agent value chain becomes more global and more Al regulations are adopted worldwide.
These potential problems are compounded in the case of multi-agent systems, given the

multitude of systems and applications across jurisdictions that could be implicated.”®

State sovereignty entails respect for the rights of other states, including persons or property
abroad.” This means that states must not use Al agents in a way that causes physical
damage or loss of functionality in the territory of another state, even if only private entities
are affected.®'® For example, a state must not use an Al agent to damage or disable indus-
trial control systems or Internet of Things devices in another state. In the same vein, states
must not use Al agents to undermine another state’s governmental functions, including the
choice of a political, economic, social, and cultural system, and the formulation of foreign
policy, irrespective of any physical or functional damage.”” For instance, a state must not use
an Al agent to undermine electoral processes or e-government services abroad. Sovereignty
is not merely about prohibiting misuse or malfunction of Al agents; it also protects Al agents
themselves from the actions of foreign nations insofar as those technologies are designed,

developed, and deployed consistently with international law by public or private entities.

A significant number of malicious activities online are carried out by nation-states or indi-
viduals and groups closely linked to them.2° There is also increasing evidence that Al agents
can be leveraged for a range of malicious purposes — from data exfiltration to online scams
to malware development.?’ So it is to be expected that Al agents will be built or exploited
by state actors for malicious purposes.- Likewise, as governments start building or using
Al agents for government services, it is possible to foresee that Al agent malfunctions will
affect not only government agencies but also companies and individuals that rely on those
services. Therefore, it is in everyone’s interest to ensure respect for state sovereignty in the

age of Al agents.

Arelated obligation is non-intervention: States must not interfere in the internal or external

affairs of other states through coercive means to manipulate or undermine their sovereign
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J See, in the cyber context,
Heintschel von Heinegg,
“Territorial Sovereignty
and Neutrality in Cyber-
space.”

K Note that, for some
states, any unauthorized
intrusion into another
state’s system would
violate sovereignty

(see e.g., African Union,
“Common African Position
on the Application of
International Law to the
Use of Information and
Communication Technol-
ogies in Cyberspace,” para
16). For For other states,
e.g., the United Kingdom
(UK), sovereignty does not
create binding obligations
in the cyber context (see
UK Attorney General.
“International Law in
Future Frontiers.”)

L On Al agents’ security
vulnerabilities, see Chen
& Royce, “Al Agents Are
Here. So Are the Threats;”
Zenity Labs. “AgentFlayer:
OClick Exploit Methods.”
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will,22including by using Al agents or by interfering with Al agents that perform governmental
functions. There is growing evidence that LLMs trained with RL (of the kind used by new Al
agents) can resort to manipulation, threats, or other coercive methods to gain power over
operators and achieve their aims.2® There is also evidence to suggest that Al agents are
predisposed toward escalation when used for political strategy.?* For those reasons, states
should be particularly careful when using Al agents in their international relations.?®* While
the obligation of non-intervention does not directly bind companies, they should also seek
to ensure that their Al agents do not enable foreign interference. Respect for the rule of law
is an overarching benchmark for ESG principles, and companies that disregard international

rules can face government, user, and investor backlash.?®

Neither sovereignty nor non-intervention requires intention or knowledge in an anthropo-
morphic sense to engage state responsibility.?’” For some scholars, states may be liable
for breaches of sovereignty even if the harm is unexpected or unforeseeable.?® However,
this question remains underexplored and requires clarification as Al agents increase in
autonomy, efficacy, and complexity, yet remain unpredictable, like other LLM-powered
technologies. (For comparison, in the context of outer space, states have absolute or strict
liability for damage caused by their space objects on the surface of the Earth or to aircraft
in flight.)®®

For a state to be held responsible for violations of sovereignty or non-intervention, the
behavior in question needs to be attributed to that state.®® According to existing principles
of attribution, a human being (whether a government official or a private actor operating on
behalf of the state) must have performed the relevant action.®’ This means that the actions
of “public” Al agents cannot at present be automatically attributed to states. Changing the
law to automatically attribute the acts of Al agents to states would mean that states would
be strictly liable for the harms caused by this technology, whether or not these harms are

foreseeable. This is a consequential policy choice that requires careful consideration.™

Nevertheless, even when the actions of Al agents cannot be attributed to states, or when
these technologies are designed, developed, or deployed by non-state actors, states still
have an obligation to exercise due diligence in their own territory to protect the rights of other
states.** They also have an obligation to prevent significant cross-border harms to persons,
property, or the environment, or in any event to minimize the risk thereof, irrespective of the
source of the harm.®® These “due diligence” obligations have gained particular traction in
the environmental context, given the borderless nature of pollutants and other sources of
environmental harm.®* There is some debate as to whether they apply to non-physical harms
caused by digital technologies, including Al.*®* But a majority of states that have spoken out
on this matter agree that due diligence obligations apply whether the harm occurred offline

oronline.®®

Diligent state behavior can prevent a number of cross-border harms arising from the design,
development, and deployment of Al agents by public and private actors, including agent

misuse and malfunction. Companies do not have binding due diligence obligations under

PARTNERSHIP ON Al

Al Agents and Global Governance: Analyzing Foundational Legal, Policy, and Accountability Tools
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international law. But as the primary developers and deployers of Al agents, they are expected

to behave with a sufficient degree of due diligence in this context.

Due diligence obligations are breached when foreseeable harm materializes, and the state
should have known that the activity in question carried the risk of causing such harm.¥”
Many potential harms caused by Al agents are now foreseeable, given a growing body of
scholarly work and publicly available evidence.®® However, states need to consider whether
and to what extent they want to be held responsible for unforeseeable harms caused by Al
agents developed or deployed by others. A related question is what threshold of autonomy
and unforeseeability is globally acceptable, beyond which states should not permit Al agents

to be developed or deployed.

Non-binding global norms

UN member states have recognized a number of non-binding norms of responsible state

behaviour in the context of information and communications technologies (ICTs).*® These

norms flesh out foundational rules of international law, fill gaps, and help bridge legal

disagreements in contentious areas. A general norm stipulates that states

should not knowingly allow their territory to be used for internationally wrongful States need to

acts employing ICTs. And specific norms are in place to protect critical infra- consider whether
structure. For example, one stipulates that states should take appropriate and to what extent
measures to protect their critical infrastructure from ICT threats. An additional they want to be
norm asks states to respond to appropriate requests forassistance from another held responsible
state whose critical infrastructure is subject to malicious ICT acts. These norms for unforeseeable
apply to Al agents insofar as they are connected to the internet or to other ICTs, harms caused by

such as private networks. Al agents developed
or deployed by others.

Grounded in the UN norms of responsible state behavior, the Paris Call for Trust
and Security in Cyberspace applies not only to states but also to companies
and civil society organizations.*® The Call has been signed by over 95 governments; nearly
350 international, civil society, and public sector organizations; and more than 600 private
sector entities around the globe, including some of the largest Al developers and deployers.*
Among otherthings, it calls upon its signatories to prevent malicious cyber activities against
individuals, critical infrastructure, and the public core of the internet; foreign influence oper-

ations; and the development of harmful ICT tools.

Similarly, the Cybersecurity Tech Accord has been signed by a number of technology
companies that have committed to work together to protect users online, including by
“designling], developling], and deliver[ing] products and services that prioritize security,
privacy, integrity and reliability, and in turn reduce the likelihood, frequency, exploitability,
and severity of vulnerabilities.”* Notably, Tech Accord signatories have reaffirmed the appli-

cability of the Accord to Al technologies.*®

Although not the focus of this brief, it is important to note that Al-specific policy frameworks

such as the G7 Hiroshima Process Guiding Principles and Code of Conduct and the OECD
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Al Principles apply to Al agents alongside the non-Al specific norms discussed above. Both
sets of norms — specific and non-Al specific — are complementary in that they focus on
different risks or harms and recommend different measures, yet are grounded in the funda-
mental principle that technology should benefit individuals and society. In this sense, both

are mutually reinforcing and should be strengthened.

Global accountability mechanisms

To seek compliance with those rules and norms as well as redress for any transboundary
harms caused by Al agents, states can take unfriendly but lawful measures of “retorsion,”
such as severing diplomatic relations or adopting lawful economic sanctions against other
states.* If injured by a violation of international law resulting from the deployment of Al
agents, they can also take countermeasures.*® Those are measures that would normally
breach international law but are justified to drive compliance in response to a prior breach.
“Examples include economic sanctions that would normally violate existing trade agree-
ments or the suspension of preexisting treaty obligations. Countermeasures have been used
with some success to tackle such varied global challenges as acts of aggression, systematic
human rights abuses, and terrorism.*” States can also resort to diplomatic (e.g., negotiation
and conciliation) or legal means (i.e., arbitration and courts, such as the International Court
of Justice) to settle international disputes regarding Al agents. Whether or not a specific
dispute is in place, the UN has a number of distinct bodies that can recommend specific
measures to govern Al agents globally. This includes the Secretary-General; the Office for
Digital and Emerging Technologies (ODET); the newly adopted Independent International
Scientific Panel on Al and Global Dialogue on Al Governance;*® the General Assembly and its

various committees; and the International Law Commission.

2. Human Rights Impacts

Al agents have numerous beneficial applications, many of which can help advance interna-
tionally recognized human rights. For example, Al agents that provide personalized teaching
can foster the right to education, whereas Al agents used for medical diagnosis can help indi-
viduals enjoy their right to the highest attainable standard of physical and mental health.
Many of these beneficial applications can also help achieve several of the UN Sustainable
Development Goals in both developed and developing countries. For example, Al agents that
optimize energy efficiency and automate extreme weather predictions can help combat
climate change in line with Goal 13. Similarly, agents used in agriculture to enable precision
farming and to optimize crop yields can help end hunger, achieve food security, improve

nutrition, and promote sustainable agriculture in line with Goal 2.

At the same time, it is well-documented that the design, development, and deployment of
Al can interfere with a range of internationally recognized human rights.*® For example, Al

algorithms have been known to reproduce biases captured in their training data. Were this
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to occur in public sectors such as education or at the workplace, the use of Al would likely
violate the right to non-discrimination under international human rights law.*® Al has also
been known to generate false, misleading, or hateful content, which could infringe upon
the rights to freedom of opinion and expression, including the rights to receive and impart
information freely.® Likewise, the increasing demand for mass training data might lead to
the unauthorized collection of personal data in violation of the human right to privacy,*® as
well as exploitation of data enrichment workers®® in breach of the right to enjoy just and
favorable conditions of work.>* In the longer term, there is fear that Al might displace workers
in at least some sectors, given the technology’s lower costs and increasing efficiency gains,

which could threaten the very right to work.>®

Al agents may exacerbate these and further human rights risks. Notably, Al agents seem to
have a propensity to pursue instrumental and self-preserving goals by resorting to manipu-
lation, threats, and other control tactics.* These features could increase Al agents’ likelihood
of coercing users and of generating false, misleading, or hateful content.” Access to, and
interface with, different applications by Al agents could significantly increase the chances of
privacy breaches via surveillance and information leaks.*® At the same time, the ability of Al
agents to act autonomously in external environments has raised concerns about a potential

liability gap."

International law

International human rights treaties such as the International Covenant on Civil and Political
Rights (ICCPR) and the International Covenant on Economic, Social and Cultural Rights
(ICESCR) recognize a range of human rights. Like other treaties, the ICCPR and ICESCR bind
only the states that ratified them. But several civil and political rights listed in the ICCPR and
in the Universal Declaration of Human Rights have acquired the status of customary interna-

tional law; on this basis, they apply universally.*®

Internationally recognized human rights give rise to both negative and positive obligations
that are binding on states. Negative human rights obligations require states not to interfere
with human rights. Conversely, positive obligations require states to protect human rights
from interference by others, including states and non-state actors, by exercising due dili-
gence.® Positive human rights obligations are triggered not only by intentional actions but
also by general conditions in society that may give rise to direct, foreseeable, and preventable
threats to human rights, including accidents or massive cyberattacks.® None of these harms
need to have materialized: Because positive obligations are preventative in nature, they arise

in the face of reasonably foreseeable risks or threats to human rights.®?

This means that states cannot be held responsible under international human rights law
for actions taken by Al agents that are completely unforeseeable. Nevertheless, states have
an obligation to exercise due diligence to prevent or mitigate any foreseeable harms or risks
resulting from the design, development, or deployment of those technologies. Whether or

not a specific harm or risk is foreseeable depends on how much scientific knowledge is out
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there.®® Insofar as risks are known or foreseeable, states are required to put in place policies
to prevent, or at least mitigate them, such as by adopting human rights risk assessment
frameworks.®* Given that Al agents are being primarily designed, developed, and deployed by
private entities, states may also need to require a certain level of transparency and access
to relevant documentation held by those entities. To prevent and mitigate human rights
impacts, states may also need to conduct or mandate appropriate tests and evaluations of

Al agents before allowing them to be placed on the market.

Some human rights treaties, like the ICCPR, apply only within a state’s jurisdiction.®®* While

jurisdiction is primarily territorial, it extends extraterritorially in some circumstances. This

includes the extraterritorial effects of the activities of private companies incorporated or

domiciled in a state’s territory, such as in the case of privacy violations arising from the

use or export of surveillance technology.® Jurisdiction arguably extends to

all instances wherein the state exercises power or effective control over the Insofar asrisks are
enjoyment of human rights, such as when it controls a data center used foran Al known or foreseeable,
agent’s training or inferences.®’ states are required to
put in place policies

to prevent, or at least
mitigate them, such
While businesses are not bound per se by international human rights law —and  dS by adopting human
as such, have no binding international obligations to respect or protect human I'ightS risk assessment
rights — the UN Guiding Principles on Business and Human Rights (UNGPs) frameworks.

Non-binding global norms

recommend that companies respect human rights.®® Respect for human

rights is also a key factor in ESG frameworks, guiding investment decisions and consumer
choices that can help shape the future of a company.®® This means that companies should
not infringe upon human rights and should address any adverse human rights impacts
arising from their operations, products, or services, including those involving Al agents.”
This corporate human rights responsibility is a “global standard of expected conduct” for all

business enterprises irrespective of where they operate.”

There is a dedicated UN Human Rights Council working group on the topic of business and
human rights. This group has recently issued its first report on Al, which focuses on applying
the UNGPs to Al procurement and deployment by states and non-developers.”? At the request
of the UN Human Rights Council, the Office of the UN High Commissioner for Human Rights
has issued a recent report on how the UNGPs — including the concept of human rights due
diligence — apply to technology companies, particularly those designing, developing, and
deploying Al.? Although its membership is not global, the OECD has also issued guidance on

corporate human rights due diligence in the context of Al.”

Global accountability mechanisms

There are different avenues for accountability when it comes to violations of internationally
recognized human rights. In the context of the ICCPR and the ICESCR, any member state

can bring a human rights complaint against another state to the Human Rights Committee
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and the Committee on Economic, Social and Cultural Rights, respectively.”® Affected indi-
viduals and groups can do the same with respect to states that have accepted the individual
complaint procedure.’® In addition, both committees can issue general comments on
broader issues, in particular, how specific human rights apply in different contexts. States
are also required to submit regular reports to each committee on the application of human
rights in their jurisdiction.”” For its part, the UN Human Rights Council can hear complaints
about consistent patterns of gross, reliably attested human rights violations; these may
be submitted by any individual, group of individuals, or nongovernmental organization.”® In
addition, the Council can appoint special rapporteurs and working groups that can issue
reports on distinct human rights issues such as privacy and freedom of expression.”
States can also take measures of “retorsion”, or countermeasures against other states, to
induce compliance with international human rights law. International human rights issues,
including those involving Al agents, can also be adjudicated before regional and domestic

courts.

Conclusion:
Gaps and Recommendations

Foundational global governance tools already address some of the global challenges
expected to arise from the widespread use of Al agents, including cross-border harms and
human rights impacts. Important areas not explored in this piece butripe for future research
include the impact of Al agents on international peace and security, including in the context

of military operations, international trade, investment, and the environment.

For states, international law lays out general prohibitions, permissions, and requirements
that apply by default to Al agents as well as to other Al technologies such as foundation
models. Violations arising from the design, development, or deployment of Al agents can
trigger state responsibility insofar as the harms or risks in question were foreseeable. These
rules are complemented by norms that flesh out how states should behave responsibly in
the ICT context, including when Al agents are used to perform tasks online and especially
when they risk affecting critical infrastructure or the core of the internet. Respect for interna-
tional law is also crucial to protect companies and individuals against cross-border harms

caused by states or non-state actors deploying or targeting Al agents.

Companies are not directly bound by the rules of international law discussed in this brief.
However, upholding these rules is an overarching ESG benchmark that can benefit corporate
developers and deployers in their relationships with governments, investors, and users. At
the same time, global norms such as the Paris Call for Trust and Security in Cyberspace and
the UNGPs are directly addressed to companies and apply when they design, develop, and

deploy Al agents.

States, companies, individuals, and affected groups can use global channels to seek
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accountability for the cross-border harms and human rights impacts anticipated by the
widespread deployment of Al agents. In particular, international organizations such as the
UN and its subsidiary bodies can offer important recommendations on what constitutes

responsible state and corporate behaviour in this context.

FIGURE 3. Summary of foundational global governance tools that apply to the anticipated cross-
border harms and human rights impacts of action-taking Al agents

CROSS-BORDER HARMS HUMAN RIGHTS IMPACTS
INEERNATIONZLLAY Sovereignty, non-intervention,and  International Bill of Rights (ICCPR,
due diligence obligations ICESCR, and Universal Declaration

of Human Rights)

gng-zLNNDCI):;S UN GGE Norms of Responsible UN Guiding Principles on Business
State Behaviour; Paris Call for and Human Rights
Peace and Security in Cyberspace;
Cybersecurity Tech Accord

GLOBAL ACCOUNTABILITY Retorsion, countermeasures, UN Human Rights Committee,
MECHANISMS . . . . . ;
international courts and tribunals, =~ Committee on Economic, Social
the UN and its subsidiary bodies and Cultural Rights, UN Human
(e.g., General Assembly, Security Rights Council, retorsion,
Council, Independent Scientific countermeasures
Panel on Al, and Global Dialogue on
Al Governance)

Still, these foundational tools are far from perfect. One particular challenge arising from Al
agents’ ability to take action in the world is the potential for significant liability gaps. As seen
earlier, the actions of public Al agents cannot be automatically attributed to the states that
deploy these technologies. Moreover, state responsibility usually arises in the face of fore-
seeable risks or harms. While there is some scholarly work on the potential risks emerging
from Al agents’ distinct capabilities, more work is needed to test hypotheses and uncover
presently unknown risks. LLMs’ inherent unpredictability also means that certain risks might
not be known until they have materialized. In addition, companies lack binding obligations
and therefore face no legal liability under international law.®° This means that whether they
may be considered liable for the anticipated risks or harms of Al agents will depend on indi-
vidual states’ domestic law. While various legislatures around the world are currently debating
the topic of liability for Al harms, no nation has yet adopted an Al or Al agent-specific liability
framework.®' The question of corporate liability for the risks or harms caused by Al agents falls

back on general doctrines of liability such as tort, agency, or product liability law.

As Al agents become more widespread and begin to take actions across jurisdictions, the
likelihood of conflicts between domestic laws and regulations will inevitably increase. This
challenge may be compounded in the case of multi-agent systems, which interact with other
Al agents and can therefore affect a larger set of tools and systems located in different juris-
dictions. Yet international law offers no solution to such conflicts of laws.®2 With Al's legal
and policy landscape still so fragmented globally,®® conflicts of laws are likely to increase as

Al agents become more common.
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A systemic, more fundamental challenge facing the current inter-
national order is the lack of centralized enforcement: At present, no
global police force or court can automatically enforce international
rules when they are breached.®* The closest to this is the UN Security
Council, which can adopt binding resolutions, establish courts,
and mandate enforcement action.®s But the veto power held by the
Council’s permanent members, coupled with persistent ideological
divides among them, can be paralyzing. This is especially true in a
geopolitical environment currently marked by increasing backlash
against multilateralism. Moreover, the jurisdiction of international
courts and tribunals such as the International Court of Justice
depends on state consent,®® which is often lacking. This mostly
leaves the enforcement of international rules in the hands of states.
To be sure, this challenge manifests across all international affairs
and is hardly unique to Al or Al agents. Still, as autonomous, action-

taking Al agents start to be deployed worldwide, legal and factual

FIGURE 4. Challenges of applying
foundational global governance tools
to action-taking Al agents

®
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disputes among global stakeholders are likely to grow. Leaving their resolution entirely in the

hands of individual states might not always lead to the best outcome.

Global stakeholders have an important role to play in addressing these gaps and lever-

aging international law, norms, and accountability mechanisms to ensure that Al agents are

designed, developed, and deployed responsibly around the world.

States

States could consider calling out other states and non-state actors when
confronted with the design, development, or deployment of Al agents in a
manner inconsistent with international law or norms. They could seek to
induce compliance through economic and political incentives, orimpose
sanctions as a last resort. For example, states could incorporate safety,
security, and other relevant standards into trade and investment deals. In
addition, they could consider transposing international rules and norms
into domestic law, regulation, or policy frameworks. These could include
provisions seeking to ensure that:

Al agents, whether used by public or private actors, are appropri-
ately tested and evaluated for relevant attributes (such as safety and
security.)®’

Real-time vulnerability- and failure-detection systems are put in place
to catch relevant risks before they materialize.%%®

A sufficient level of human oversight or review of Al agents’ actions is
available, especially for high-stakes decisions (such as via a “disable” or
“override” function).®®

There is transparency about the deployment of Al agents (such as via
notifications or agent IDs), as well as relevant documentation about the
technology used.®

Individuals or groups affected by the actions of Al agents have access
to an effective remedy, such as by appropriately resourcing domestic
courts and fostering the use of insurance by Al agent developers and
deployers.”
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Companies

Companies, including developers and deployers of Al agents, could
consider:

- Developing internal policies and governance mechanisms specifically
for Al agents, such as risk assessment and human rights impact-as-
sessment frameworks;

Testing and evaluating Al agent models and applications before and
after release;

Putting in place real-time failure-detection mechanisms along with
appropriate human oversight or review consistent with international law
and norms;® and

Establishing grievance mechanisms to ensure that individuals and
groups affected by their use of Al agents have access to an effective
remedy;® this could, for example, take the form of independent over-
sight mechanisms to hear individual complaints® or build on existing Al
incident-reporting mechanisms.*®

States, companies,
individuals and groups

States, companies, individuals, and groups can bring documented

human rights risks and harms arising from the design, development, and
deployment of Al agents to the attention of the UN Human Rights Council,
the Human Rights Committee, and the Committee on Economic, Social and
Cultural Rights.

The UN

The UN could consider appointing a UN Special Rapporteur on Al and
Human Rights.?® The Special Rapporteur could be asked to prepare a
report on the human rights risks arising from the design, development,
and deployment of Al agents, as well as the practical measures that
states and companies could take to mitigate those risks, including via
agent-specific human rights due diligence. The UN could also leverage the
Independent International Scientific Panel on Al and the Global Dialogue on
Al Governance to identify the challenges and opportunities presented by
Al agents. Indeed, the Panel — an independent body of 40 multidisciplinary
experts — has been tasked with issuing “evidence-based scientific
assessments synthesizing and analysing existing research related to

the opportunities, risks and impacts of artificial intelligence.”¥ For its
part, the Global Dialogue is a multistakeholder forum for discussions

of Al governance questions, including “[rlespect for and protection and
promotion of human rights in the field of artificial intelligence” and “[t]he
transparency, accountability and robust human oversight of artificial
intelligence systems in a manner that complies with international law.”?®
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All Stakeholders All stakeholders, including states, companies, international organizations,
and civil society, could invest in additional research on both the risks
and opportunities of Al agents, using outlets such as the International Al
Safety Report,®® the International Al Summit Series,°® and the International
Network of Al Safety Institutes.””’

They could also work together to flesh out how international law and norms
apply to different use cases of Al agents, including in critical sectors such
as health care, national security, energy, finance, and transportation. Given
the role of companies in designing, developing, and deploying Al agents,

it would be particularly useful to better understand how the Paris Call for
Peace and Security in Cyberspace, the Cybersecurity Tech Accord, and the
UNGPs apply to Al agents.

To foster consensus and common understandings, it could be helpful
to focus initially on low-hanging fruit or red lines around prohibited,
permitted, required, and recommended behaviors by various
stakeholders.”2 Notwithstanding some efforts to develop international
security guidelines for Al agents'® — and Al red lines more generally®* —
none of these initiatives are ostensibly grounded in international law or
norms.

While these initiatives should be global and inclusive in nature,
stakeholders could draw from existing Al-specific policy frameworks, such
as the G7 Hiroshima Process Guiding Principles and Code of Conduct and
the OECD Al Principles.

There is no shortage of first-order principles to guide the behavior of states and companies
as they prepare for the widespread deployment of Al agents. Global accountability channels
are also available to affected stakeholders. Yet significant challenges remain. Some stem
from the distinct capabilities of Al agents, and others are systemic to the global order as
it currently exists. Notably, liability gaps might arise from the ability of certain Al agents to
act autonomously in external environments, including actions that, thanks to the internet
and other ICTs, might cross national borders. More fundamentally, few avenues are currently
available to enforce compliance with international rules. Bridging these and other gaps
between principles and action will require creative thinking and concerted efforts. This
brief is intended to help start the conversation about the global governance of Al agents.
Much work still needs to be done across policy, academic, and industry circles to ensure
that Al agents are designed, developed, and deployed in ways that benefit the international

community as a whole.
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